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If $f(t)=\sum_{k=0}^{\infty} a_{k} t^{k}$ converges for all $t \in \mathbb{R}$ with all coefficients $a_{k} \geqslant 0$, then the function $f(\langle\mathbf{x}, \mathbf{y}\rangle)$ is positive definite on $H \times H$ for any inner product space $H$. Set $K=\left\{k: a_{k}>0\right\}$. We show that $f(\langle\mathbf{x}, \mathbf{y}\rangle)$ is strictly positive definite if and only if $K$ contains the index 0 plus an infinite number of even integers and an infinite number of odd integers.
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## 1. Introduction

Let $H$ be any real inner product space, $\langle\cdot, \cdot\rangle$ the inner product thereon, and $B$ a subset of $H$. We will say that a function $f: \mathbb{R} \rightarrow \mathbb{R}$ is positive definite on $B$ if for any choice of $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}$ in $B$ and any $n$, the matrix

$$
\left(f\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right)\right)_{i, j=1}^{n}
$$

is positive definite. Equivalently, for all $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}$ in $B$ and $c_{1}, \ldots, c_{n} \in \mathbb{R}$

$$
\sum_{i, j=1}^{n} c_{i} f\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right) c_{j} \geqslant 0
$$

We say that a function $f: \mathbb{R} \rightarrow \mathbb{R}$ is strictly positive definite on $B$ if for any choice of distinct $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}$ in $B$ and any $n$, the matrix

$$
\left(f\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right)\right)_{i, j=1}^{n}
$$

is strictly positive definite. Equivalently, for $\mathbf{x}^{i}$ as above, and every $c_{1}, \ldots, c_{n} \in \mathbb{R}$, not all zero,

$$
\sum_{i, j=1}^{n} c_{i} f\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right) c_{j}>0
$$

(This is not the usual definition of a (strictly) positive definite function which classically considers $f(\|\mathbf{x}-\mathbf{y}\|)$ rather than $f(\langle\mathbf{x}, \mathbf{y}\rangle)$.)

We know that for any $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}$ in $B$ the matrix

$$
\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right)_{i, j=1}^{n}
$$

is itself positive definite. That is, given $c_{1}, \ldots, c_{n} \in \mathbb{R}$

$$
\sum_{i, j=1}^{n} c_{i}\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle c_{j}=\sum_{i, j=1}^{n}\left\langle c_{i} \mathbf{x}^{i}, c_{j} \mathbf{x}^{j}\right\rangle=\left\|\sum_{i=1}^{n} c_{i} \mathbf{x}^{i}\right\|^{2} \geqslant 0 .
$$

It is natural to ask for conditions on a function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
f(\langle\mathbf{x}, \mathbf{y}\rangle)
$$

is positive definite or, additionally, strictly positive definite on a particular $B$.
It is known (see, e.g., [7; 1, p. 159; 4]) that if for all positive definite matrices $\left(a_{i j}\right)_{i, j=1}^{n}$ (and for all $n$ ) the matrix $\left(f\left(a_{i j}\right)\right)_{i, j=1}^{n}$ is positive definite, then $f$ is necessarily of the form

$$
\begin{equation*}
f(t)=\sum_{k=0}^{\infty} a_{k} t^{k} \tag{1.1}
\end{equation*}
$$

with $a_{k} \geqslant 0$ for all $k$, and where the series converges for all $t \in \mathbb{R}(f$ is real entire, and absolutely monotone on $\mathbb{R}_{+}$). Thus if we demand that $f$ be positive definite on $H$ where $H$ is infinite-dimensional, or where $H=\mathbb{R}^{d}$ with the usual inner product

$$
\langle\mathbf{x}, \mathbf{y}\rangle=\sum_{i=1}^{d} x_{i} y_{i}
$$

and for all $d$, then $f$ is necessarily of the form (1.1). However there are $H$ for which condition (1.1) is not necessary in order that $f$ be positive definite on $H$. For example, if $H=\mathbb{R}$ with $\langle x, y\rangle=x y(x, y \in \mathbb{R})$, then the functions $f(t)=|t|^{p}$ and $f(t)=$ $(\operatorname{sgn} t)|t|^{p}$ give rise to positive definite functions for any $p>0$. To the best of my knowledge, there is no complete characterization of positive definite functions on $\mathbb{R}^{d}$, for any fixed $d$.

In this paper we will always assume that $f$ has the form of (1.1). Our main result will be that among all such functions $f$ is strictly positive definite on $H$ if and only if the set

$$
\begin{equation*}
K=\left\{k: a_{k}>0\right\} \tag{1.2}
\end{equation*}
$$

contains the index 0 plus an infinite number of even integers and an infinite number of odd integers. This result is in fact valid for any $B$ in any real inner product space $H$ which contains an interval symmetric about the origin.

The motivation for considering this question comes partially from certain papers in Learning Theory, see, e.g., [2,8-11]. Positive definite kernels

$$
R(\mathbf{x}, \mathbf{y})=f(\langle\mathbf{x}, \mathbf{y}\rangle)
$$

give rise to reproducing kernel Hilbert spaces (RKHS). That is, with respect to some suitably chosen inner products $(\cdot, \cdot)$ there is defined the reproducing space of functions $g$ defined on $B$ satisfying

$$
g(\mathbf{y})=(g(\cdot), f(\langle\cdot, \mathbf{y}\rangle))
$$

for $\mathbf{y} \in B$. If $f(\langle\mathbf{x}, \mathbf{y}\rangle)$ is positive definite, but not strictly positive definite, on $B$, then

$$
\sum_{i, j=1}^{n} c_{i} f\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right) c_{j}=0
$$

for some distinct $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n} \in B$ and $c_{1}, \ldots, c_{n}$ not all zero. Moreover in this case

$$
\begin{aligned}
0=\sum_{i, j=1}^{n} c_{i} f\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right) c_{j} & =\left(\sum_{i=1}^{n} c_{i} f\left(\left\langle\cdot, \mathbf{x}^{i}\right\rangle\right), \sum_{j=1}^{n} c_{j} f\left(\left\langle\cdot, \mathbf{x}^{j}\right\rangle\right)\right) \\
& =\left\|\sum_{i=1}^{n} c_{i} f\left(\left\langle\cdot, \mathbf{x}^{i}\right\rangle\right)\right\|
\end{aligned}
$$

which immediately implies that

$$
\sum_{i=1}^{n} c_{i} g\left(\mathbf{x}^{i}\right)=0
$$

for every $g$ in this RKHS. This is generally an undesirable property, especially if one wishes to use this RKHS as an approximating set. Thus it is preferable that the kernel be strictly positive definite.

The approximating property just alluded to may have many forms. One possible form (see $[9,10]$ for something similar) is to demand that

$$
\operatorname{span}\{f(\langle\cdot, \mathbf{y}\rangle): \mathbf{y} \in B\}
$$

be dense in $C(B)$ where $B$ is any compact subset of $H$. If $H=\mathbb{R}^{d}$ for any fixed $d$, and $f$ is positive definite, then the property of $f(\langle\mathbf{x}, \mathbf{y}\rangle)$ being strictly positive definite is of course necessary for density. However it is not sufficient. Assuming $B$ contains a neighborhood of the origin and $f$ is of the form (1.1), then the necessary and sufficient condition for density, as above, is that $K$ contains 0 , an infinite set of even (positive) indices $\left\{m_{i}\right\}$, and an infinite set of odd indices $\left\{n_{i}\right\}$ such that

$$
\sum_{i=1}^{\infty} \frac{1}{m_{i}}=\sum_{i=1}^{\infty} \frac{1}{n_{i}}=\infty
$$

This is a Müntz condition. This result may be essentially found in [3]. Moreover, this result has nothing to do with positive definite functions. This density property holds for every real entire function $f$ where $K$ is now the set of integers associated with nonzero coefficients, i.e., the set of $k$ for which $a_{k} \neq 0$ (and the $a_{k}$ may be negative). And of course there are other nonentire and nonpositive definite $f$ for which the density property also holds.

## 2. Main result

The main result of this paper is the following:
Theorem. Assume

$$
f(t)=\sum_{k=0}^{\infty} a_{k} t^{k}
$$

with $a_{k} \geqslant 0$, all $k$, is convergent for all $t$, and

$$
K=\left\{k: a_{k}>0\right\} .
$$

Let $H$ be any real inner product space and let $B$ be a subset of $H$ containing $\{\alpha \mathbf{z}$ : $|\alpha| \leqslant c\}$ for some $c>0$ and $\mathbf{z} \in H,\|\mathbf{z}\|=1$. Then $f$ is strictly positive definite on $B$ if and only if $K$ contains the index 0 plus an infinite number of even integers and an infinite number of odd integers.

Proof. We will first prove the necessity in the case $H=\mathbb{R}$ and $\langle x, y\rangle=x y$. We assume $[-c, c] \subseteq B$ for some $c>0$ and let $x_{1}, \ldots, x_{n}$ be $n$ distinct real values in $B$. The matrix

$$
\left(f\left(x_{i} x_{j}\right)\right)_{i, j=1}^{n}
$$

is strictly positive definite if and only if

$$
\begin{equation*}
\sum_{i, j=1}^{n} c_{i} f\left(x_{i} x_{j}\right) c_{j}>0 \tag{2.1}
\end{equation*}
$$

for every choice of $c_{1}, \ldots, c_{n}$ not all zero. As

$$
f(t)=\sum_{k=0}^{\infty} a_{k} t^{k}
$$

is convergent for all $t$, we may rewrite (2.1) as

$$
\sum_{k=0}^{\infty} a_{k} \sum_{i, j=1}^{n} c_{i}\left(x_{i} x_{j}\right)^{k} c_{j}=\sum_{k=0}^{\infty} a_{k}\left(\sum_{i=1}^{n} c_{i} x_{i}^{k}\right)^{2} .
$$

Since the $a_{k} \geqslant 0$ for all $k$, we have

$$
\sum_{k=0}^{\infty} a_{k}\left(\sum_{i=1}^{n} c_{i} x_{i}^{k}\right)^{2} \geqslant 0
$$

Our aim is to determine exact conditions on $K$ implying strict positivity for all choices of $c_{1}, \ldots, c_{n}$ not all zero. In other words, we want necessary and sufficient conditions on $K$ such that there exist no choice of distinct points $x_{1}, \ldots, x_{n}$ in $B$ and $c_{1}, \ldots, c_{n}$ not all zero such that

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i} x_{i}^{k}=0 \tag{2.2}
\end{equation*}
$$

for all $k \in K$.
To see that we must have $0 \in K$, let $x_{1}=0, c_{1} \neq 0$ and $n=1$. Then

$$
c_{1} f(0) c_{1}=a_{0} c_{1}^{2}>0
$$

implies that $a_{0}>0$, i.e., $0 \in K$.
Assume $K$ contains only a finite number, say $m$, of even indices. Then given any distinct strictly positive $x_{1}, \ldots, x_{m+1}$ in $(0, c]$ there exist $c_{1}, \ldots, c_{m+1}$, not all zero, such that

$$
\sum_{i=1}^{m+1} c_{i} x_{i}^{k}=0
$$

for each $k \in K$ which is even. Thus

$$
\sum_{i=1}^{m+1} c_{i} x_{i}^{k}+\sum_{i=1}^{m+1} c_{i}\left(-x_{i}\right)^{k}=0
$$

for each $k \in K$ which is even, and every $k$ odd. In other words we have found a sum of the form (2.2) with all $\pm x_{i} \in B$ which vanishes for all $k \in K$. Similarly, if $K$ contains only a finite number, say $m$, of odd indices, then given distinct strictly positive $x_{1}, \ldots, x_{m+1}$ in $(0, c]$ there exist $c_{1}, \ldots, c_{m+1}$, not all zero, such that

$$
\sum_{i=1}^{m+1} c_{i} x_{i}^{k}=0
$$

for each $k \in K$ which is odd. Thus

$$
\sum_{i=1}^{m+1} c_{i} x_{i}^{k}-\sum_{i=1}^{m+1} c_{i}\left(-x_{i}\right)^{k}=0
$$

for each $k \in K$ which is odd, and every $k$ even. In other words, we have found a sum of the form (2.2) with $\pm x_{i} \in B$ which vanishes for all $k \in K$. This proves that if $f(x y)$
is strictly positive definite on $B$ then $K$ must contain the index 0 plus an infinite number of even integers and an infinite number of odd integers.

Now assume we have any real inner product space $H$, and $B \subseteq H$ as in the statement of the theorem. We show that the necessity follows easily from the case $H=\mathbb{R}$. Let us assume that the matrices

$$
\left(f\left(\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right)\right)_{i, j=1}^{n}\right.
$$

are strictly positive definite for all choices of distinct $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n} \in B$ and all $n$. Then for any distinct $x_{1}, \ldots, x_{n} \in[-c, c]$, and all $n$, the matrices

$$
\left(f\left(\left\langle x_{i} \mathbf{z}, x_{j} \mathbf{z}\right\rangle\right)\right)_{i, j=1}^{n}=\left(f\left(x_{i} x_{j}\right)\right)_{i, j=1}^{n}
$$

are strictly positive definite. (Recall that $\langle\mathbf{z}, \mathbf{z}\rangle=1$.) This is the previous case with $B=[-c, c]$. Thus necessarily $K$ must contain the index 0 plus an infinite number of even integers and an infinite number of odd integers.

We now prove the sufficiency in the case $H=\mathbb{R}$. We assume that $0 \in K$ and $K$ contains an infinite number of even integers and an infinite number of odd integers. We will show that $f$ is strictly positive definite on all of $\mathbb{R}$, and thus on every $B \subseteq \mathbb{R}$. From the above it suffices to show that there cannot exist distinct $x_{1}, \ldots, x_{n}$, and $c_{1}, \ldots, c_{n}$ not all zero, some $n$, such that

$$
\sum_{i=1}^{n} c_{i} x_{i}^{k}=0
$$

for each $k \in K$. It is easily shown that since $0 \in K$ it in fact suffices to show that there cannot exist distinct nonzero $x_{1}, \ldots, x_{n}$, and nonzero $c_{1}, \ldots, c_{n}$, some $n$, such that

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i} x_{i}^{k}=0 \tag{2.3}
\end{equation*}
$$

for each $k \in K^{\prime}=K \backslash\{0\}$.
Assume this is not the case, and such $c_{i}$ and $x_{i}$ as in (2.3) do exist. Let

$$
\lambda=\max \left\{\left|x_{i}\right|: i=1, \ldots, n\right\},
$$

and

$$
y_{i}=\frac{x_{i}}{\lambda} .
$$

Thus

$$
\sum_{i=1}^{n} c_{i} y_{i}^{k}=0
$$

for an infinite number of (even and odd) integers $k$. Given any $\varepsilon>0$ there exists an $N$ such that for $k>N$

$$
\left|\sum_{\left|y_{i}\right|<1} c_{i} y_{i}^{k}\right|<\varepsilon
$$

Thus

$$
\left|\sum_{\left|y_{i}\right|=1} c_{i} y_{i}^{k}\right|<\varepsilon
$$

for an infinite number of even and odd integers $k$. The set $\left\{i:\left|y_{i}\right|=1\right\}$ contains either one or two values. If it contains one value $i$, then $\left|c_{i}\right|<\varepsilon$ for every $\varepsilon>0$, a contradiction. If it contains two values $i$ and $j$, then

$$
\left|c_{i} \pm c_{j}\right|<\varepsilon
$$

implying that

$$
\left|c_{i}\right|,\left|c_{j}\right|<\varepsilon
$$

for every $\varepsilon>0$, which is again a contradiction. This contradiction to our assumption proves sufficiency in the case $H=\mathbb{R}$.

It remains to prove the sufficiency in the case of any real inner product space $H$. Our proof is based on the following result. Let $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}$ be distinct points in $H$. Then there exist distinct real numbers $b_{1}, \ldots, b_{n}$ and a positive definite matrix $\left(m_{i j}\right)_{i, j=1}^{n}$ such that

$$
\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle=b_{i} b_{j}+m_{i j}
$$

We defer the proof of this result. As the $\left(m_{i j}\right)_{i, j=1}^{n}$ is a positive definite matrix, we have

$$
\sum_{i, j=1}^{n} c_{i}\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle c_{j}=\sum_{i, j=1}^{n} c_{i} b_{i} b_{j} c_{j}+\sum_{i, j=1}^{n} c_{i} m_{i j} c_{j} \geqslant \sum_{i, j=1}^{n} c_{i} b_{i} b_{j} c_{j}
$$

Similarly, it is well known that

$$
\sum_{i, j=1}^{n} c_{i}\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle^{k} c_{j} \geqslant \sum_{i, j=1}^{n} c_{i}\left(b_{i} b_{j}\right)^{k} c_{j}
$$

(This is a consequence of inequalities between the Schur (Hadamard) product of two positive definite matrices. See, e.g., [5, p. 310].) Thus

$$
\begin{aligned}
\sum_{i, j=1}^{n} c_{i} f\left(\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle\right) c_{j} & =\sum_{k=0}^{\infty} a_{k} \sum_{i, j=1}^{n} c_{i}\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle^{k} c_{j} \\
& \geqslant \sum_{k=0}^{\infty} a_{k} \sum_{i, j=1}^{n} c_{i}\left(b_{i} b_{j}\right)^{k} c_{j}=\sum_{k=0}^{\infty} a_{k}\left(\sum_{i=1}^{n} c_{i} b_{i}^{k}\right)^{2}
\end{aligned}
$$

However as the $b_{i}$ are distinct real values and $K$ contains 0 plus an infinite number of even integers and an infinite number of odd integers, we know that the last term in the above sequence of inequalities is strictly positive for all choices of $c_{1}, \ldots, c_{n}$ not all zero. This proves the sufficiency.

It remains to prove the following result.
Proposition. Let $H$ be any real inner product space, and $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}$ be $n$ distinct points in $H$. Then there exist distinct real numbers $b_{1}, \ldots, b_{n}$ and a positive definite matrix $\left(m_{i j}\right)_{i, j=1}^{n}$ such that

$$
\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle=b_{i} b_{j}+m_{i j}
$$

Proof. Set

$$
a_{i j}=\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle
$$

We first claim that as the $\mathbf{x}^{1}, \ldots, \mathbf{x}^{n}$ are distinct points in $H$, the positive definite matrix $A=\left(a_{i j}\right)_{i, j=1}^{n}$ has no two identical rows (or columns). Assume this is not the case. Then for some $i, j \in\{1, \ldots, n\}$ we have

$$
a_{i i}=a_{i j}=a_{j i}=a_{j j}
$$

which is the same as

$$
\left\langle\mathbf{x}^{i}, \mathbf{x}^{i}\right\rangle=\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle=\left\langle\mathbf{x}^{j}, \mathbf{x}^{j}\right\rangle
$$

It is now easily checked that

$$
\left\|\left\langle\mathbf{x}^{j}, \mathbf{x}^{j}\right\rangle \mathbf{x}^{i}-\left\langle\mathbf{x}^{i}, \mathbf{x}^{j}\right\rangle \mathbf{x}^{j}\right\|=0
$$

which implies that

$$
\mathbf{x}^{i}=\mathbf{x}^{j}
$$

contradicting our assumption.
The remaining steps of the proof may be found as an exercise in [6, p. 287]. For completeness we record it here.

Since $A$ is a positive definite matrix it may be decomposed as

$$
A=C^{\mathrm{T}} C
$$

where $C=\left(c_{k j}\right)_{k=1}^{m}{ }_{j=1}^{n}$ is an $m \times n$ matrix and $\operatorname{rank} A=m$. Thus

$$
a_{i j}=\sum_{k=1}^{m} c_{k i} c_{k j}, \quad i, j=1, \ldots, n
$$

As no two rows of $A$ are identical, it follows that no two columns of $C$ are identical. There therefore exists a $\mathbf{v} \in \mathbb{R}^{m},\|\mathbf{v}\|=1$, for which $\mathbf{v} C=\mathbf{b}$ with $\mathbf{b}=\left(b_{1}, \ldots, b_{n}\right)$ where the $\left\{b_{i}\right\}_{i=1}^{n}$ are distinct.

Now let $V$ be any $m \times m$ orthogonal matrix ( $V^{\mathrm{T}} V=I$ ) whose first row is the above $\mathbf{v}$. Let $U$ be the $m \times m$ matrix whose first row is the above $\mathbf{v}$ and all its other entries are zero. Then

$$
A=C^{\mathrm{T}} C=C^{\mathrm{T}} V^{\mathrm{T}} V C=C^{\mathrm{T}} U^{\mathrm{T}} U C+C^{\mathrm{T}}(V-U)^{\mathrm{T}}(V-U) C
$$

since $U^{\mathrm{T}}(V-U)=(V-U)^{\mathrm{T}} U=0$. From the above, it follows that $\left(C^{\mathrm{T}} U^{\mathrm{T}} U C\right)_{i j}=$ $b_{i} b_{j}$ and $M=C^{\mathrm{T}}(V-U)^{\mathrm{T}}(V-U) C$ is positive definite. This completes the proof of the proposition.

Remark. If $B$ is bounded, then the above theorem will hold for every $f(t)=\sum_{k=0}^{\infty} a_{k} t^{k}$, $a_{k} \geqslant 0$, which converges in the ball of radius $\sup \{\|\mathbf{x}\|: \mathbf{x} \in B\}$.
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