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#### Abstract

This paper is concerned with a collection of ideas and problems in approximation theory which lead to some solved and unsolved problems in matrix theory. As an example, consider the problem of approximating the identity matrix by matrices of fixed rank where the norm is taken to be the maximum of the absolute value of the elements of the matrix. This problem is unsolved.


## 1. INTRODUCTION

Some of the easy-to-state and yet difficult problems of approximation theory are concerned with matrices. This paper is intended as a review of a collection of ideas and problems which arise in approximation theory and which lead to some interesting solved and unsolved problems in matrix theory.

We start with the statement of the problems from an approximation theorist's viewpoint. The linear algebraist is encouraged to bear with us, as we shall shortly specialize the problems concerned.

One of the central problems of approximation theory and the one around which this paper turns is the question of the extent to which a given class of functions may be approximated by $n$-dimensional subspaces. This idea was introduced and formalized by Kolmogorov [11] in 1936, when he defined the concept of $n$-widths. Specifically, let $X$ be a normed linear space and $\mathfrak{A}$ a subset of $X$. The $n$-width of $\mathfrak{Z}$ with respect to $X$, in the sense of Kolmogorov, is defined as

$$
d_{n}(\mathfrak{A} ; X)=\inf _{X_{n}} \sup _{x \in \mathfrak{M}} \inf _{y \in X_{n}}\|x-y\|_{X} .
$$

In other words, we first measure the distance of $X_{n}$ to a given $x \in \mathscr{U}$, then determine the distance of $X_{n}$ to $\mathfrak{A}$ in terms of the supremum of the distance of $X_{n}$ to each $x \in \mathfrak{A}$, and finally attempt to minimize the above quantity by taking the infimum over all $n$-dimensional subspaces $X_{n}$ of $X$. If there exists an $n$-dimensional subspace $X_{n}^{*}$ for which $d_{n}(\mathfrak{U}, X)$ is attained, i.e.,

$$
d_{n}(\mathfrak{A} ; X)=\sup _{x \in \mathfrak{A}} \inf _{y \in X_{n}^{*}}\|x-y\|_{X}
$$

then $X_{n}^{*}$ is said to be optimal.
We wish of course to determine the value $d_{n}$ and find optimal subspaces. This problem is in general intractable. We must specialize to some extent if we expect to obtain any concrete results.

A customary choice of the subset $\mathfrak{A}$ of $X$ is

$$
\mathfrak{H}=\left\{A x:\|x\|_{Y} \leqslant 1\right\}
$$

where $A$ is some compact linear map of $Y$ into $X$, and $Y$ is also a normed linear space. While this problem is solvable for certain choices of $X, Y$, and $A$, much yet remains to be done; see e.g. Tichomirov [28] and Micchelli and Pinkus [16].

Let us further specialize by assuming that $A$ is a real $m \times k$ matrix and $X$ and $Y$ are $R^{m}$ and $R^{k}$, respectively, equipped with one of the $l_{p}$ norms, $l \leqslant p \leqslant \infty$, but not necessarily the same $l_{p}$ norm for both $X$ and $Y$. Thus we are interested in

$$
d_{n}\left(A ; l_{p}^{k} ; l_{q}^{m}\right)=\min _{X_{n}} \max _{\|x\|_{p}<1} \min _{y \in X_{n}}\|A x-y\|_{q} .
$$

(In this case the sup and inf are attained and are therefore replaced by max and min.) Again this is too difficult a general problem. The only case in which at present a solution is always obtainable is when $p=q=2$. In this case $d_{n}\left(A ; l_{2}^{k} ; l_{2}^{m}\right)$ is the $n+1$ st singular value of $A$.

Theorem 1.1. Let $A$ be a real $m \times k$ matrix. Let $\lambda_{1} \geqslant \cdots \geqslant \lambda_{m}>0$ denote the $m$ eigenvalues of the positive semidefinite matrix $A A^{T}$, and let $x^{1}, \ldots, x^{m}$ denote a corresponding set of orthonormal eigenvectors. Then

$$
d_{n}\left(A ; l_{2}^{k} ; l_{2}^{m}\right)= \begin{cases}\lambda_{n+1}^{1 / 2}, & n<m \\ 0, & n \geqslant m\end{cases}
$$

Furthermore if $n<m$, then an optimal subspace for $d_{n}$ is span $\left.\geqslant x^{1}, \ldots, x^{n}\right\}$.

Proof. It is a standard duality result (essentially Hölder's inequality and equality therein) that

$$
\min _{y \in X_{n}}\|A x-y\|_{q}=\max _{\substack{z \perp X_{n} \\\|z\|_{q^{\prime}}<1}}(z, A x),
$$

where $1 / q+1 / q^{\prime}=1$ and $z \perp X_{n}$ means that $(z, y)=0$ for all $y \in X_{n}$. Thus

$$
\begin{aligned}
d_{n}\left(A ; l_{2}^{k} ; l_{2}^{m}\right) & =\min _{X_{n}} \max _{\|x\|_{2}<1} \min _{y \in X_{n}}\|A x-y\|_{2} \\
& =\min _{X_{n}} \max _{\|x\|_{2}<1} \max _{z \perp X_{n}}^{\|z\|_{2}<1} \\
& =\min _{X_{n}} \max _{\substack{z \perp X_{n} \\
\|z\|_{2}<1}} \max _{\|x\|_{2}<1}\left(A^{T} T_{z, x} x\right) \\
& =\min _{X_{n}} \max _{z \perp X_{n}} \| A^{T} T_{z \|_{2}} \\
& =\min _{X_{n}} \max _{z \perp X_{n}<1}\left[\frac{\left(A^{T} T_{z, A} A^{T} z\right)}{(z, z)}\right]^{1 / 2} \\
& =\left[\min _{y^{1}, \ldots, y^{n}} \max _{\substack{\left(z, y^{\prime}\right)=0 \\
i=1, \ldots, n}} \frac{\left(A A^{T}, z, z\right)}{(z, z)}\right]^{1 / 2} .
\end{aligned}
$$

That the last expression is the $n+1$ st eigenvalue of $A A^{T}$ is the content of the Courant-Fischer min-max theorem. The theorem follows.

The space $l_{2}^{m}$ is of course special. It is a Hilbert space, and among other properties of a Hilbert space, one of the characterizing properties is that the best approximation operator is a linear (projection) operator. On this basis, it is easily seen that

$$
d_{n}\left(A ; l_{2}^{k} ; l_{2}^{m}\right)=\min _{\operatorname{rank} P<n\|x\|_{2}<1} \max _{\|A x-P x\|_{2}, ~}
$$

where the minimum is taken over all $m \times k$ real matrices $P$ whose rank is at
most $n$. In this form the results of the above Theorem 1.1 are known, since the theorem then simply says that the singular value decomposition provides a best rank $n$ approximation to a given matrix in the induced ( $l_{2}^{k}, l_{2}^{m}$ ) norm; see e.g. Gohberg and Krein [4, p. 28]. This same rank $n$ matrix is optimal if we use the matrix (Frobenius) norm $\|A\|_{2}=\left[\sum_{i=1}^{m} \Sigma_{i=1}^{k}\left|a_{i j}\right|^{2}\right]^{1 / 2}$ in place of the above induced operator norm. This result, which seems to be due to Eckart and Young [3], is just a matrix version of the corresponding result proven for integral operators by E. Schmidt [19].

The $n$-width, in the sense of Kolmogorov, is only the first in a series of $n$-widths which have been introduced over the past forty years. In the course of this article only four $n$-widths will be discussed. The reader who wishes to pursue these matters is referred to Tichomirov [28], Pietsch [18], and the references therein. One of the more interesting and important of these $n$-widths is what we shall here call the linear $n$-width. (It is sometimes referred to, especially by those in Banach space theory, as the approximation number.) We define it by

$$
\delta_{n}\left(A ; l_{p}^{k} ; l_{q}^{m}\right)=\min _{\operatorname{rank} P<n} \max _{\|x\|_{p}<1}\|A x-P x\|_{q}
$$

where, as above, the minimum is taken over all $m \times k$ matrices of rank at most $n$. Since $\delta_{n}$ is a measure of the best linear approximation from an $n$-dimensional subspace (the range of $P$ ), it is obvious that $d_{n} \leqslant \delta_{n}$. (A nonobvious result is that $\delta_{n} \leqslant C \sqrt{n} d_{n}$ for some constant $C$, independent of $n$; see e.g. Ha [5], Hutton, Morrell, and Retherford [6], or Pietsch [18].) One is also interested in knowing if $d_{n}=\delta_{n}$, i.e., if linear methods suffice.

As was previously mentioned, only for the case $p=q=2$ is there a complete solution. One other known case, which will not be dealt with in this paper (its proof may be found in Micchelli and Pinkus [14]), is where $p=q=\infty$ and $A$ is a totally positive (T.P.) matrix. A matrix is T.P. if all its minors are nonnegative. In this case the $n$-widths $d_{n}$ and $\delta_{n}$ are equal, and furthermore, there exist $n$ column vectors of the matrix $A$ whose span is an optimal subspace for $d_{n}$. This result is very much connected with the T.P. property of the matrix. If $A$ is T.P. and $p=q=1$, then $d_{n}$ and $\delta_{n}$ are also equal and known. The statement of this result is slightly more complicated; see Micchelli and Pinkus [15].

In general, there is very little else which may be said concerning $n$-widths of arbitrary matrices. Of course, the 0 -width is easily obtained as

$$
\delta_{0}\left(A ; l_{p}^{k} ; l_{q}^{m}\right)=d_{0}\left(A ; l_{p}^{k} ; l_{q}^{m}\right)=\max _{x \neq 0} \frac{\|A x\|_{q}}{\|x\|_{p}}
$$

While the above result is trivial, there is a correspondingly simple statement for the $(k-1)$-width whose proof is not trivial, namely

$$
\delta_{k-1}\left(A ; l_{p}^{k} ; l_{q}^{m}\right)=d_{k-1}\left(A ; l_{p}^{k} ; l_{q}^{m}\right)=\min _{x \neq 0} \frac{\|A x\|_{q}}{\|x\|_{p}} .
$$

We shall not prove this result here. Its proof may be found in Brown [2] and Micchelli and Pinkus [17]. For the particular cases dealt with here, the result will be reproven.

In this paper we discuss the situation wherein $A$ is a diagonal matrix. Since the matrix $A$ is henceforth taken to be diagonal, we refer to $A$ as $D$ and without loss of generality, assume that $D$ is an $m \times m$ diagonal matrix with diagonal entries ( $D_{1}, \ldots, D_{m}$ ), and $D_{1} \geqslant D_{2} \geqslant \cdots \geqslant D_{m}>0$. It is sufficient, by the symmetry of the $l_{p}$ norm, to consider only diagonal matrices of the above form.

What is initially surprising is that the $n$-widths $d_{m}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)$ and $\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)$ are unknown for many $p, q \in[1, \infty]$. As an example of a seemingly simple problem which is unsolved, let $D=I, p=1$, and $q=\infty$. It is an easy matter to check that

$$
d_{n}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)=\delta_{n}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)=\min _{\operatorname{rank} P<n} \max _{i, i=1, \ldots, m}\left|\delta_{i j}-p_{i j}\right|,
$$

where $\delta_{i j}$ are the elements of $I$ and $P=\left(p_{i j}\right)_{i, j=1}^{m}$. Except for the cases $n=1$ and $n=m-1$, the above quantities are not known. What is also interesting is that this problem has a different solution if $p_{i j} \in R, i, j=1, \ldots, m$ or if the $p_{i j}$ 's are permitted to be in $C$. This latter result is rather surprising, since in the cases where $d_{n}$ and $\delta_{n}$ are known, there is no difference in the result if we consider $C^{m}$ rather than $R^{m}$. This example is discussed in some detail in Sec. 5.

Before discussing the organization of the paper, let us note various topics which have not been included in this work. Firstly, we have not considered this subject from the point of view of Banach space theory, nor have we discussed the case where $D$ is an infinite diagonal matrix. Results of these types may be found in Ha [5], Hutton, Morrell, and Retherford [6], Pietsch [18], and Sofman [21]. Secondly, we have limited ourselves to a consideration of a very few of the $n$-width concepts, and in particular, to the more analytic ones. Results have been obtained concerning the Aleksandrov and Urysohn $n$-widths of finite diagonal matrices. These $n$-widths are more geometric and topological in nature, and it was felt that a discussion of these quantities was best deferred. The interested reader is here referred to Stesin [21, 25] and Tichomirov [28].

The organization of this paper runs as follows. Section 2 is concerned with the introduction of the two remaining $n$-widths, namely the $n$-widths in the sense of Gel'fand $\left(g_{n}\right)$ and of Bernstein $\left(b_{n}\right)$, and the relations among the four $n$-widths. In Sec. 3, we consider the $n$-widths $d_{n}, \delta_{n}$, and $g_{n}$ for $p \geqslant q$, show that they are all equal, obtain their common value, and identify an optimal subspace which here is simply the span of the first $n$ columns of $D$. In Sec. 4 we discuss the case $p<q$. Only for $p=1, q=2$ is $d_{n}$ known explicitly for all $n$. Section 5 is concerned with a further consideration of the $n$-widths when $D=I$, the identity matrix. In particular, we return to the case $p=1, q=\infty$ and obtain some lower and upper bounds on $d_{n}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)$.

## 2. PRELIMINARIES

Let $D=\operatorname{diag}\left(D_{1}, \ldots, D_{m}\right)$ denote the real $m \times m$ diagonal matrix with diagonal entries $D_{1}, D_{2}, \ldots, D_{m}$ where $D_{1} \geqslant D_{2} \geqslant \cdots \geqslant D_{m}>0$. As usual, for $x \in R^{m}$ we set

$$
\|x\|_{p}=\left\{\begin{array}{cc}
\left(\sum_{i=1}^{m}\left|x_{i}\right|^{p}\right)^{1 / p}, & 1 \leqslant p<\infty \\
\max _{i=1, \ldots, m}\left|x_{i}\right|, & p=\infty
\end{array} .\right.
$$

This section deals with the relationships between the various $n$-widths. An attempt has been made to properly reference, where possible, the results of this section. Originally these results were of a general nature. They have here been specialized to our particular situation.

Before introducing the additional $n$-widths, let us note that $\delta_{n}$ possesses the following simple duality property.

Lemma 2.1 (Ismagilov [8]; Hutton, Morrell, and Retherford [6]). For $p, q \in[1, \infty]$,

$$
\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\delta_{n}\left(D ; l_{q^{\prime}}^{m} ; l_{p^{\prime}}^{m}\right)
$$

where

$$
\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{q}+\frac{1}{q^{\prime}}=1
$$

Proof. Since $D=D^{T}$,

$$
\begin{aligned}
\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & =\min _{\operatorname{rank} P<n} \max _{\|x\|_{p}<1}\|(D-P) x\|_{q} \\
& =\min _{\operatorname{rank} P<n} \max _{\|x\|_{p}<1} \max _{\|y\|_{q^{\prime}}<1}((D-P) x, y) \\
& =\min _{\operatorname{rank} P<n} \max _{\|y\|_{q^{\prime}}<1} \max _{\|x\|_{p}<1}\left(x,\left(D-P^{T}\right) y\right) \\
& =\min _{\operatorname{rank} P<n} \max _{y \|_{q^{\prime}}<1}\|(D-P) y\|_{p^{\prime}} \\
& =\delta_{n}\left(D ; l_{q^{\prime}}^{m} ; l_{p^{\prime}}^{m}\right) .
\end{aligned}
$$

In Sec. 5, we shall give an example which shows that $d_{n}$ does not exhibit the above duality property, i.e., there exist $p, q \in[1, \infty]$ and diagonal $D$ for which $d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \neq d_{n}\left(D ; l_{q^{\prime}}^{m} l_{p^{\prime}}^{m}\right)$. The duality relationship which does however exist is the motivation for this next definition.

In the literature of $n$-widths, one additional $n$-width concept is invariably mentioned, and this is the $n$-width in the sense of Gel'fand. It is defined as follows.

Let $X$ be a normed linear space and $\mathfrak{A}$ a subset of $X$. The $n$-width in the sense of Gel'fand is given by

$$
g_{n}(\mathfrak{Y} ; X)=\inf _{L^{n}} \sup _{x \in \mathscr{U} \cap L^{n}}\|x\|_{X}
$$

where the infimum is taken over all subspaces $L^{n}$ of $X$ of codimension at most $n$. In the particular case studied in this paper it may be shown that

$$
g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\min _{X_{n}} \max _{\substack{x \perp X_{n} \\\|x\|_{p}<1}}\|D x\|_{q}
$$

where $X_{n}$ is any $n$-dimensional subspace of $R^{m}$, and $x \perp X_{n}$ means that $(x, y)=0$ for all $y \in X_{n}$. As indicated above, the following result is valid.

Lemma 2.2 (Ioffe and Tichomirov [7]). For $p, q \in[1, \infty]$

$$
d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=g_{n}\left(D ; l_{q^{\prime}}^{m} ; l_{p^{\prime}}^{m}\right)
$$

where

$$
\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{q}+\frac{1}{q^{\prime}}=1
$$

Proof. The proof is based on the duality statement

$$
\min _{y \in X_{n}}\|x-y\|_{q}=\max _{\substack{z \perp X_{n} \\\|z\|_{q^{\prime}}<1}}(z, x)
$$

as well as on the fact that $D$ is symmetric:

$$
\begin{aligned}
& d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\min _{X_{n}} \max _{\|x\|_{p}<1} \min _{y \in X_{n}}\|D x-y\|_{q} \\
&=\min _{X_{n}} \max _{\|x\|_{p}<1} \max _{\substack{z \perp X_{n} \\
\|z\|_{q^{\prime}}<1}}(z, D x) \\
&=\min _{X_{n}} \max _{z \perp X_{n}} \max _{\|z\|_{q^{\prime}}<1}^{\|x\|_{p}<1}(D z, x) \\
&=\min _{X_{n}} \max _{z \perp X_{n}}\|D z\|_{p^{\prime}} \\
&\|z\|_{q^{\prime}}<1 \\
&=g_{n}\left(D ; l_{q^{\prime}}^{m} ; l_{p^{\prime}}^{m}\right) .
\end{aligned}
$$

It is often the case that $n$-widths are evaluated by obtaining upper and lower bounds which are the same. Upper bounds are obtained by determining the distance of the class from a judiciously chosen subspace. Lower bounds are not so easy to come by. Various techniques have been developed to deal with this problem. One such method is the evaluation of a lower bound known as the $n$-width in the sense of Bernstein, denoted by $b_{n}$, which is defined for diagonal matrices by

$$
b_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\max _{X_{n+1}} \min _{\substack{\|x\|_{p}=1 \\ x \in X_{n+1}}}\|D x\|_{q}
$$

where $X_{n+1}$ is any $(n+1)$-dimensional subspace of $R^{m}$. Note that we maximize over such subspaces. The Bernstein $n$-width has the obvious property that $b_{n}\left(I ; l_{p}^{m} ; l_{p}^{m}\right)=1$ for any $p \in[1, \infty]$ and any $n=0,1, \ldots, m-1$.

A natural ordering among the various $n$-widths is contained in the following proposition.

Proposition 2.1. For $p, q \in[1, \infty]$

$$
\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right), g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant b_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)
$$

Proof. The proof of the fact that $\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)$ is a direct result of the definitions of $\delta_{n}$ and $d_{n}$. The proof of $\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)$ follows from the above result and Lemmas 2.1 and 2.2. It may also be proven directly.

Let $X_{n+1}$ be any $(n+1)$-dimensional (not $n$-dimensional) subspace of $\boldsymbol{R}^{m}$. Then

$$
\begin{aligned}
g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & =\min _{X_{n}} \max _{\substack{x \perp X_{n} \\
\|x\|_{p}<1}}\|D x\|_{q} \\
& \geqslant \min _{X_{n}} \max _{\substack{x \perp X_{n}, x \in X_{n+1} \\
\|x\|_{p}<1}}\|D x\|_{q} .
\end{aligned}
$$

Since $X_{n}$ and $X_{n+1}$ are of dimension $n$ and $n+1$, respectively, there exists an $x \in X_{n+1}, x \neq 0$, for which $x \perp X_{n}$. Thus,

$$
\begin{aligned}
g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & \geqslant \min _{X_{n}} \min _{\substack{\|\boldsymbol{x}\|_{p}=1 \\
x \in X_{n+1}}}\|D x\|_{q} \\
& =\min _{\substack{\|x\|_{p}=1 \\
x \in X_{n+1}}}\|D x\|_{q} .
\end{aligned}
$$

Since this is true for any $(n+1)$-dimensional subspace, we have $g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)$ $\geqslant b_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)$.

Now,

$$
\begin{aligned}
d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & =\min _{X_{n}} \max _{\|x\|_{p}<1} \min _{y \in X_{n}}\|D x-y\|_{q} \\
& \geqslant \min _{X_{n}} \max _{\substack{\|x\|_{p}<1 \\
x \in X_{n+1}}} \min _{y \in X_{n}}\|D x-y\|_{q}
\end{aligned}
$$

for any given $(n+1)$-dimensional subspace $X_{n+1}$. We shall use the fact,
which will be proven below, that there exists an $x \in X_{n+1}, x \neq 0$, for which the best approximation to $D x$ from $X_{n}$ in $l_{q}^{m}$ is the zero vector, i.e.,

$$
\min _{y \in X_{n}}\|D x-y\|_{q}=\|D x\|_{q}
$$

On the assumption that this result is correct,

$$
\begin{aligned}
d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & \geqslant \min _{X_{n}} \min _{\substack{\|x\|_{p}=1 \\
x \in X_{n+1}}}\|D x\|_{q} \\
& =\min _{\substack{\|x\|_{p}=1 \\
x \in X_{n+1}}}\|D x\|_{q}
\end{aligned}
$$

Since this is valid for any $X_{n+1}$, we have $d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant b_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)$.
The crux of the proof of the lemma is contained in the fact which we shall now prove and which is due to Krein, Krasnosel'ski, and Milman [12]. Let us assume for the moment that $q \in(1, \infty)$. Then the best approximation to each $D x$ from $X_{n}$ in $l_{q}^{m}$ is unique. Let $\Gamma x \in X_{n}$ denote the element of best approximation to $D x$ in $l_{q}^{m}$, i.e.,

$$
\min _{y \in X_{n}}\|D x-y\|_{q}=\|D x-\Gamma x\|_{q}
$$

It follows from the uniqueness that $\Gamma x$ is a continuous function of $x$. Furthermore, $\Gamma$ is odd, i.e., $\Gamma(-x)=-\Gamma x$. Restricting the map $\Gamma$ to $X_{n+1} \cap$ $\left\{x:\|x\|_{p}=1\right\}$, we have a continuous odd map from the surface of an ( $n+1$ )-sphere into an $n$-dimensional space. Thus by the Borsuk Antipodensatz [1], there exists an $x \in X_{n+1} \cap\left\{x:\|x\|_{p}=1\right\}$ for which $\Gamma x=0$. To obtain this same result for $q=1$ and $q=\infty$, we slightly perturb the respective norms to obtain norms which are strictly convex. On these new norms we have the continuity of $\Gamma$, so that the result then holds for these perturbed norms. We now limit back.

Aside from the above inequalities, there are certain situations in which equalities naturally occur. We formulate these equalities only between $\delta_{n}$ and $d_{n}$, although we could also use Lemmas 2.1 and 2.2 to formulate the corresponding equalities for $\delta_{n}$ and $g_{n}$.

Lemma 2.3. For $1 \leqslant p \leqslant \infty$

$$
\delta_{n}\left(D ; l_{p}^{m} ; l_{2}^{m}\right)=d_{n}\left(D ; l_{p}^{m} ; l_{2}^{m}\right)
$$

Proof. As noted in the introduction, this is the statement that the best approximation operator in a Hilbert space is a linear (projection) operator.

Lemma 2.4 (Hutton, Morrell, and Retherford [6]). For $1 \leqslant q \leqslant \infty$

$$
\delta_{n}\left(D ; l_{1}^{m} ; l_{q}^{m}\right)=d_{n}\left(D ; l_{1}^{m} ; l_{q}^{m}\right)
$$

Proof. Let $e^{i}$ denote the $j$ th unit vector in $R^{m}$. Since $\left\{ \pm e^{i}\right\}_{j=1}^{m}$ are the extreme points of the unit ball in $l_{1}^{m}$, we have

$$
\begin{aligned}
d_{n}\left(D ; l_{1}^{m} ; l_{q}^{m}\right) & =\min _{X_{n}} \max _{\|x\|_{1}<1} \min _{y \in X_{n}}\|D x-y\|_{q} \\
& =\min _{X_{n}} \max _{j=1, \ldots, m} \min _{y \in X_{n}}\left\|D_{i} e^{i}-y\right\|_{q}
\end{aligned}
$$

Let $y^{i} \in X_{n}$ denote a best approximation to $D_{i} e^{j}$ from $X_{n}$ in $l_{q}^{m}$, i.e.,

$$
\min _{y \in X_{n}}\left\|D_{i} e^{i}-y\right\|_{q}=\left\|D_{i} e^{i}-y^{i}\right\|_{q}
$$

Let $P_{n}$ be the $m \times m$ matrix whose $j$ th column vector is $y^{j}, j=1, \ldots, m$. Thus $\operatorname{rank} P_{n} \leqslant \operatorname{dim} X_{n} \leqslant n$. Furthermore,

$$
\begin{aligned}
\max _{\|x\|_{1}<1}\left\|D x-P_{n} x\right\|_{\varphi} & =\max _{j=1, \ldots, m}\left\|\left(D-P_{n}\right) e^{i}\right\|_{q} \\
& =\max _{j=1, \ldots, m}\left\|D_{i} e^{i}-y^{i}\right\|_{q}
\end{aligned}
$$

It now easily follows that $d_{n}\left(D ; l_{1}^{m} ; l_{q}^{m}\right) \geqslant \delta_{n}\left(D ; l_{1}^{m} ; l_{q}^{m}\right)$, which, with Proposition 2.1, proves the lemma.

The following interesting result can only hold in a matrix setting.
Lemma 2.5. For $p, q \in[1, \infty]$,

$$
b_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \cdot d_{m-n-1}\left(D^{-1} ; l_{p^{\prime}}^{m} ; l_{q^{\prime}}^{m}\right)=1
$$

$n=0,1, \ldots, m-1$, where $1 / p+1 / p^{\prime}=1 / q+1 / q^{\prime}=1$.

Proof. From Lemma 2.2,

$$
\begin{aligned}
d_{m-n-1}\left(D^{-1} ; l_{p^{\prime}}^{m} ; l_{q^{\prime}}^{m}\right) & =g_{m-n-1}\left(D^{-1} ; l_{q}^{m} ; l_{p}^{m}\right) \\
& =\min _{X_{m-n-1}} \max _{\substack{x \perp X_{m-n-1} \\
\|x\|_{q}<1}}\left\|D^{-1} x\right\|_{p} \\
& =\min _{X_{m-n-1}} \max _{\substack{x \perp X_{m-n-1} \\
x \neq 0}}\left[\frac{\|x\|_{q}}{\left\|D^{-1} x\right\|_{p}}\right]^{-1} .
\end{aligned}
$$

Setting $y=D^{-1} x$, and since $D$ is invertible, this is

$$
\begin{aligned}
& =\min _{X_{m-n-1}} \max _{\substack{y \perp X_{m-n-1} \\
y \neq 0}}\left[\frac{\|D y\|_{q}}{\|y\|_{p}}\right]^{-1} \\
& =\left[\max _{X_{m-n-1}} \min _{\substack{y \perp X_{m-n-1} \\
y \neq 0}} \frac{\|D y\|_{q}}{\|y\|_{p}}\right]^{-1} \\
& =\left[\max _{X_{n+1}} \min _{\substack{y \in X_{n+1} \\
\|y\|_{p}=1}}\|D y\|_{q}\right]^{-1} \\
& =\left[b_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)\right]^{-1}
\end{aligned}
$$

Corollary 2.1. For $p, q \in[1, \infty]$,

$$
d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) d_{m-n-1}\left(D^{-1} ; l_{p^{\prime}}^{m} ; l_{q^{\prime}}^{m}\right) \geqslant 1
$$

and

$$
d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) d_{m-n-1}\left(D^{-1} ; l_{q}^{m} ; l_{p}^{m}\right) \geqslant 1
$$

Proof. Proposition 2.1 and Lemmas 2.2 and 2.5.

## 3. THE CASE $p \geqslant q$

Undoubtedly the easiest determination of the $n$-widths introduced above is in the case $p=q$. Because the proof is so simple, we include it below as a separate result although we shall also obtain it as a particular case of the more general result for $p \geqslant q$.

Theorem 3.1. For $1 \leqslant p \leqslant \infty$,

$$
\begin{aligned}
\delta_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right) & =d_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right)=g_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right) \\
& =b_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right)=D_{n+1}
\end{aligned}
$$

for $n=0,1, \ldots, m-1$. Furthermore, an optimal subspace for $d_{n}$ is the span of the first $n$ unit vectors, and $P_{n}=\operatorname{diag}\left(D_{1}, \ldots, D_{n}, 0, \ldots, 0\right)$ is an optimal best rank $n$ matrix.

Proof. Since we have shown that $\delta_{n} \geqslant d_{n}, g_{n} \geqslant b_{n}$, it suffices to prove that $\delta_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right) \leqslant D_{n+1}$ and $b_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right) \geqslant D_{n+1}$. The proof of these facts is simple. Let

$$
P_{n}=\left[\begin{array}{llllll}
D_{1} & & & & & \\
& \ddots & & 0 & & \\
& & D_{n} & & & \\
& 0 & & 0 & & \\
& & & & \ddots & \\
& & & & & 0
\end{array}\right]
$$

i.e., $P_{n}$ is the $m \times m$ diagonal matrix with diagonal entries $\left(D_{1}, \ldots, D_{n}, 0, \ldots, 0\right)$. Thus,

$$
\begin{aligned}
\delta_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right) & \leqslant \max _{\|x\|_{p}<1}\left\|\left(D-P_{n}\right) x\right\|_{p} \\
& =\max _{x \neq 0} \frac{\left(\sum_{k=n+1}^{m}\left|D_{n} x_{n}\right|^{p}\right)^{1 / p}}{\left(\sum_{k=1}^{m}\left|x_{n}\right|^{p}\right)^{1 / p}} \\
& \leqslant D_{n+1} \max _{x \neq 0} \frac{\left(\sum_{k=n+1}^{m}\left|x_{n}\right|^{p}\right)^{1 / p}}{\left(\sum_{k=1}^{m}\left|x_{n}\right|^{p}\right)^{1 / p}} \\
& =D_{n+1},
\end{aligned}
$$

since $D_{n+1} \geqslant \cdots \geqslant D_{m}>0$. To prove that $b_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right) \geqslant D_{n+1}$, it suffices to recall that $b_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right)=\left[d_{m-n-1}\left(D^{-1} ; l_{p^{\prime}}^{m} ; l_{p^{\prime}}^{m}\right)\right]^{-1}$ and to note that the above argument has also given us an upper bound on $d_{m-n-1}\left(D^{-1} ; l_{p^{\prime}}^{m} ; l_{p^{\prime}}^{m}\right)$. The inequality $b_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right) \geqslant D_{n+1}$ may also be proven directly by noting that

$$
b_{n}\left(D ; l_{p}^{m} ; l_{p}^{m}\right) \geqslant b_{n}\left(D^{\prime} ; l_{p}^{m} ; l_{p}^{m}\right)=b_{n}\left(D^{\prime \prime} ; l_{p}^{n+1} ; l_{p}^{n+1}\right)=D_{n+1}
$$

where $D^{\prime}=\operatorname{diag}\left(D_{n+1}, \ldots, D_{n+1}, 0, \ldots, 0\right)$ and $D^{\prime \prime}$ is the $(n+1) \times(n+1)$ matrix of the form $D^{\prime \prime}=\operatorname{diag}\left(D_{n+1}, \ldots, D_{n+1}\right)$.

The fact that $P_{n}=\operatorname{diag}\left(D_{1}, \ldots, D_{n}, 0, \ldots, 0\right)$ is the optimal rank $n$ approximation to $D$ is hardly surprising. After all, what else could be? In this next theorem we prove that if $p>q$, then $P_{n}$ remains optimal for $\delta_{n}, d_{n}$, and $\boldsymbol{g}_{\boldsymbol{n}}$. Unfortunately this result is no longer valid if $p<q$.

Theorem 3.2. Given $1 \leqslant q \leqslant p \leqslant \infty$. Let $1 / r=1 / q-1 / p$. Then

$$
\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\left(\sum_{k=n+1}^{m} D_{k}^{r}\right)^{1 / r}
$$

An optimal subspace for $d_{n}$ is $\operatorname{span}\left\{e^{i}\right\}_{i=1}^{n}$, and $P_{n}=\operatorname{diag}\left(D_{1}, \ldots, D_{n}, 0, \ldots, 0\right)$ is an optimal rank $n$ matrix.

This is a fairly recent theorem proven independently by Stesin [25] and Pietsch [18]. The proof given herein is that of Pietsch. Stesin's proof uses the Aleksandrov $n$-widths and is rather laborious.

In the proof of the theorem we use the following two lemmas.

Lemma 3.1. Let $X_{n}$ be any $n$-dimensional subspace in $R^{m}, n<m$. There exists an $x \in R^{m}$ for which $\|x\|_{\infty}=1, x \perp X_{n}$, and at most $n$ components of $x$ are not equal to 1 in absolute value.

Proof. Let $E=\left\{x:\|x\|_{\infty} \leqslant 1, x \perp X_{n}\right\}$. $E$ is a closed, convex, nonempty set in $R^{m}$ and hence has extreme points. Let $x^{*}$ be an extreme point of $E$. Assume that $x^{*}$ does not satisfy the hypothesis of the lemma. Thus there exist $n+1$ distinct integers $\left\{i_{k}\right\}_{k=1}^{n+1}$ in $\{1, \ldots, m\}$ for which $\left|\left(x^{*}\right)_{k}\right|<1, k=1, \ldots, n$ +1 . Let $e^{i}$ denote the $i$ th unit vector in $R^{m}$, and let $G=\operatorname{span}\left\{e^{i_{1}}, \ldots, e^{i_{n+1}}\right\}$. There exists a $g \in G$ for which $g \perp X_{n}, g \neq 0$. Thus for $\varepsilon$ sufficiently small, $x^{*} \pm \varepsilon g \in E$, contradicting the extreme point property of $x^{*}$. This proves the lemma.

Lemma 3.2. Let $1 \leqslant s<r \leqslant \infty, a_{1}, a_{2}, \ldots, a_{k+1}>0$, and $b_{j} \geqslant b_{k+1}>0$, $j=1, \ldots, k$. Then

$$
\frac{\left(\sum_{i=1}^{k+1} b_{i}^{s} a_{i}\right)^{1 / s}}{\left(\sum_{i=1}^{k+1} b_{i}^{r} a_{i}\right)^{1 / r}} \geqslant \frac{\left(\sum_{i=1}^{k} b_{i}^{s} a_{i}\right)^{1 / s}}{\left(\sum_{i=1}^{k} b_{i}^{r} a_{j}\right)^{1 / r}}
$$

Proof. Let $\alpha^{r}=\sum_{j=1}^{k} b_{i}^{\top} a_{i}$ and $\beta^{s}=\sum_{j=1}^{k} b_{i}^{s} a_{i}$. Since $b_{i} \geqslant b_{k+1}>0, j=$ $1, \ldots, k$, and $s<r$,

$$
\left(\frac{b_{i}}{b_{k+1}}\right)^{s} \leqslant\left(\frac{b_{i}}{b_{k+1}}\right)^{r}, \quad j=1, \ldots, k
$$

and thus

$$
\frac{\sum_{i=1}^{k} b_{i}^{s} a_{i}}{b_{k+1}^{s}} \leqslant \frac{\sum_{i=1}^{k} b_{i}^{r} a_{i}}{b_{k+1}^{r}}
$$

Hence $b_{k+1}^{s} / \beta^{s} \geqslant b_{k+1}^{r} / \alpha^{\gamma}$, and

$$
\left[1+\frac{b_{k+1}^{s}}{\beta^{s}} a_{k+1}\right]^{r / s} \geqslant\left[1+\frac{b_{k+1}^{s}}{\beta^{s}} a_{k+1}\right] \geqslant\left[1+\frac{b_{k+1}^{r}}{\alpha^{r}} a_{k+1}\right]
$$

Therefore,

$$
\begin{aligned}
\frac{\left(\sum_{i=1}^{k+1} b_{i}^{s} a_{i}\right)^{1 / s}}{\left(\sum_{i=1}^{k=1} b_{i}^{r} a_{i}\right)^{1 / r}} & =\frac{\left(\beta^{s}+b_{k+1}^{s} a_{k+1}\right)^{1 / s}}{\left(\alpha^{r}+b_{k+1}^{r} a_{k+1}\right)^{1 / r}} \\
& =\frac{\beta}{\alpha} \frac{\left(1+b_{k+1}^{s} a_{k+1} / \beta^{s}\right)^{1 / s}}{\left(1+b_{k+1}^{r} a_{k+1} / \alpha^{r}\right)^{1 / r}} \geqslant \frac{\beta}{\alpha} \\
& =\frac{\left(\sum_{i=1}^{k} b_{i}^{s} a_{i}\right)^{1 / s}}{\left(\sum_{i=1}^{k} b_{i}^{r} a_{i}\right)^{1 / r}}
\end{aligned}
$$

Proof of Theorem 3.2. To prove Theorem 3.2 we will first show that $\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \leqslant\left(\sum_{k=n+1}^{m} D_{k}^{r}\right)^{1 / r}$, and then since $1 / r=1 / q-1 / p=1 / p^{\prime}-$ $1 / q^{\prime}$ and by Lemma 2.2, it will suffice to prove that $g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant$ $\left(\sum_{k=n+1}^{m} D_{k}^{r}\right)^{1 / r}$.

As in Theorem 3.1, let $P_{n}=\operatorname{diag}\left(D_{1}, \ldots, D_{n}, 0, \ldots, 0\right)$. Then

$$
\begin{aligned}
\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & \leqslant \max _{x \neq 0} \frac{\|(D-P) x\|_{q}}{\|x\|_{p}} \\
& =\max _{x \neq 0} \frac{\left(\sum_{k=n+1}^{m}\left|D_{k} x_{k}\right|^{q}\right)^{1 / q}}{\left(\sum_{k=1}^{m}\left|x_{k}\right|^{p}\right)^{1 / p}}
\end{aligned}
$$

Since $q<p$, we obtain from Hölder's inequality

$$
\left(\sum_{k=n+1}^{m}\left|D_{k} x_{k}\right|^{q}\right)^{1 / q} \leqslant\left(\sum_{k=n+1}^{m} D_{k}^{r}\right)^{1 / r}\left(\sum_{k=n+1}^{m}\left|x_{k}\right|^{p}\right)^{1 / p}
$$

Thus $\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \leqslant\left(\sum_{k=n+1}^{m} D_{k}^{r}\right)^{1 / r}$.
Now

$$
\begin{aligned}
g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & =\min _{X_{n}} \max _{\substack{x \perp X_{n} \\
x \neq 0}} \frac{\|D x\|_{q}}{\|x\|_{p}} \\
& =\min _{X_{n}} \max _{\substack{x \perp X_{n} \\
x \neq 0}} \frac{\left(\sum_{k=1}^{m}\left|D_{k} x_{k}\right|^{q}\right)^{1 / q}}{\left(\sum_{k=1}^{m}\left|x_{k}\right|^{p}\right)^{1 / p}} .
\end{aligned}
$$

Put $z_{k}=x_{k} D_{k}^{-q /(p-q)}$ and note that $p q /(p-q)=r$. Since $D_{k} \neq 0, k=1, \ldots, m$,

$$
g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\min _{X_{n}} \max _{\substack{z \perp X_{n} \\ z \neq 0}} \frac{\left(\sum_{k=1}^{m}\left|z_{k}\right|^{q} D_{k}^{r}\right)^{1 / q}}{\left(\sum_{k=1}^{m}\left|z_{k}\right|^{p} D_{k}^{r}\right)^{1 / p}}
$$

Applying Lemmas 3.1 and 3.2, we obtain

$$
g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant \frac{\left(\sum_{k=1}^{m-n} D_{i_{k}}^{r}\right)^{1 / q}}{\left(\sum_{k=1}^{m-n} D_{i_{k}}^{r}\right)^{1 / p}}=\left(\sum_{k=1}^{m-n} D_{i_{k}}^{r}\right)^{1 / r}
$$

for some $1 \leqslant i_{1}<\cdots<i_{m-n} \leqslant m$. Since $D_{1} \geqslant \cdots \geqslant D_{m}>0, g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant$ $\left(\sum_{k=n+1}^{m} D_{k}^{r}\right)^{1 / r}$. The theorem is proven.

## 4. THE CASE $p<q$

The case $p<q$ is not well understood. A lower bound on the $n$-width which may be obtained as a consequence of Proposition 2.1, Theorem 3.2, and Lemma 2.5 is the following.

Proposition 4.1. For $1 \leqslant p<q \leqslant \infty$,

$$
\begin{aligned}
\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & \geqslant d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right), g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \\
& \geqslant b_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{1 / r},
\end{aligned}
$$

where $1 / r=1 / q-1 / p$. (Note that $r<0$.)
This lower bound is rarely attained by $d_{n}$ or $g_{n}$. The one general case where it is attained is if $n=m-1$.

Proposition 4.2. For $1 \leqslant p<q \leqslant \infty$,

$$
\begin{aligned}
\delta_{m-1}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & =d_{m-1}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=g_{m-1}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \\
& =b_{m-1}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\left(\sum_{k=1}^{m} D_{k}^{r}\right)^{1 / r}
\end{aligned}
$$

where $1 / r=1 / q-1 / p$.

Proof. As a conscquence of Proposition 4.1, it remains to prove that $\delta_{m-1}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \leqslant\left(\sum_{k=1}^{m} D_{k}^{r}\right)^{1 / r}$. It is in fact possible, using Lemma 2.5, to prove the equality for $d_{m-1}$ and $g_{m-1}$. However, we must also prove this fact in any case for $\delta_{m-1}$. It is also possible to prove the proposition by drawing upon a general result of Brown [2], which in our case states that

$$
\delta_{m-1}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\min _{\|x\|_{p}=1}\|D x\|_{q}
$$

which in turn equals the Bernstein $(m-1)$-width and is $\left(\sum_{k=1}^{m} D_{k}^{r}\right)^{1 / r}$. However, we have no wish to reproduce Brown's general result here and will instead explicitly construct the requisite rank $m-1$ matrix $P$.

Let $x_{k}^{*}=D_{k}^{r / p}, k=1, \ldots, m$. Note that $x^{*}=\left(x_{1}^{*}, \ldots, x_{m}^{*}\right)$ is a strictly positive vector and is such that equality is attained in the application of Hölder's inequality given by

$$
\left(\sum_{k=1}^{m}\left(x_{k}^{*}\right)^{p}\right)^{1 / p}=\left(\sum_{k=1}^{m} D_{k}^{r}\right)^{-1 / r}\left(\sum_{k=1}^{m}\left(D_{k} x_{k}^{*}\right)^{q}\right)^{1 / q}
$$

(recall that $r<0$ ).
For $1 \leqslant p<\infty$, choose any $m-1$ linearly independent vectors $\left\{x^{i}\right\}_{i=1}^{m-1}$ which satisfy

$$
\sum_{k=1}^{m}\left(x_{k}^{*}\right)^{p-1}\left(x_{k}^{i}\right)=0, \quad i=1, \ldots, m-1
$$

If $p=\infty$, then since $\left\|x^{*}\right\|_{\infty}=x_{m}^{*}$, we choose $x^{i}=e^{i}$, the $i$ th unit vector, $i=1, \ldots, m-1$. In both cases the choice of the $\left\{x^{i}\right\}_{i=1}^{m-1}$ is such that

$$
\left\|x^{*}\right\|_{p}=\min _{a_{1}, \ldots, a_{m-1}}\left\|x^{*}-\sum_{i=1}^{m-1} a_{i} x^{i}\right\|_{p} .
$$

Note that $\left\{x^{1}, \ldots, x^{m-1}, x^{*}\right\}$ also forms a basis for $R^{m}$. Let $P^{*}$ be the $m \times m$ matrix defined by

$$
P^{*} x^{i}=D x^{i}, \quad i=1, \ldots, m-1, \quad \text { and } \quad P^{*} x^{*}=0 .
$$

Since $x^{*} \neq 0, P^{*}$ is singular and thus $\operatorname{rank} P^{*} \leqslant m-1$.

Each $x \in R^{m}$ may be written in the form $x=\sum_{i=1}^{m-1} b_{i} x^{i}+b^{*} x^{*}$. Since $\left(D-P^{*}\right) x=b^{*} D x^{*}$, we may assume in what follows that $b^{*} \neq 0$. Since

$$
\left|b^{*}\right|\left\|x^{*}\right\|_{p} \leqslant\left\|b^{*} x^{*}+\sum_{i=1}^{m-1} b_{i} x^{i}\right\|_{p}=\|x\|_{p}
$$

it follows that

$$
\begin{aligned}
\delta_{m-1}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & \leqslant \max _{x \neq 0} \frac{\left\|\left(D-P^{*}\right) x\right\|_{q}}{\|x\|_{p}} \\
& \leqslant \frac{\left|b^{*}\right|\left\|D x^{*}\right\|_{q}}{\left|b^{*}\right|\left\|x^{*}\right\|_{p}} \\
& =\left(\sum_{k=1}^{m} D_{k}^{r}\right)^{1 / r}
\end{aligned}
$$

The proposition is proven.
If $D$ is the identity matrix, then for all $1 \leqslant p<q \leqslant \infty, P^{*}$ is simply the matrix whose diagonal entries are all $(m-1) / m$ and whose off diagonal entries are all $-1 / m$.

Corollary 4.1. If $1 \leqslant p<q \leqslant \infty, 1 / r=1 / q-1 / p$, and $D_{n+2} \leqslant$ $\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{1 / r}$, then

$$
\begin{aligned}
\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) & =d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=g_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \\
& =b_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{1 / r}
\end{aligned}
$$

Proof. Again, on the basis of Proposition 4.1, it is only necessary that we prove the upper bound $\delta_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right) \leqslant\left(\sum_{k=1}^{n+1} D_{n}^{r}\right)^{1 / \tau}$. The idea of the proof is to use the $P^{*}$ of the previous proposition.

Let $P^{*}$ be the $(n+1) \times(n+1)$ matrix constructed in Proposition 4.2, and let $P_{n}$ denote the $m \times m$ matrix whose first $n+1$ rows and columns agree with $P^{*}$ and which is zero elsewhere. Thus $\operatorname{rank} P_{n} \leqslant \operatorname{rank} P^{*} \leqslant n$. Similarly,
let $x^{*}$ and $\left\{x^{i}\right\}_{i=1}^{n}$ be the $x^{*}$ and $\left\{x^{i}\right\}_{i=1}^{n}$ of Proposition 4.2 with added zero terms. Any $x \in R^{m}$ may be written in the form

$$
x=b^{*} x^{*}+\sum_{i=1}^{n} b_{i} x^{i}+\sum_{k=n+2}^{m} x_{k} e^{k}
$$

If $b^{*}=0$, then

$$
\frac{\left\|\left(D-P_{n}\right) x\right\|_{q}}{\|x\|_{p}}=\frac{\left(\sum_{k=n+2}^{m}\left|D_{k} x_{k}\right|^{q}\right)^{1 / q}}{\|x\|_{p}} \leqslant D_{n+2} \leqslant\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{1 / r}
$$

If $b^{*} \neq 0$, then we may assume $b^{*}=1$, and as previously,

$$
\begin{aligned}
\frac{\left\|\left(D-P_{n}\right) x\right\|_{q}}{\|x\|_{p}} & \leqslant \frac{\left[\left\|D x^{*}\right\|_{q}^{q}+\sum_{k=n+2}^{m}\left|D_{k} x_{k}\right|^{q}\right]^{1 / q}}{\left[\left\|x^{*}\right\|_{p}^{p}+\sum_{k=n+2}^{m}\left|x_{k}\right|^{p}\right]^{1 / p}} \\
& \leqslant \frac{\left[\left\|x^{*}\right\|_{p}^{q}\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{q / r}+\sum_{k=n+2}^{m}\left|D_{k} x_{k}\right|^{q}\right]^{1 / q}}{\left[\left\|x^{*}\right\|_{p}^{p}+\sum_{k=n+2}^{m}\left|x_{k}\right|^{p}\right]^{1 / p}} .
\end{aligned}
$$

Since $1 \leqslant p<q \leqslant \infty$, the above quantity is less than or equal to

$$
\max \left\{\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{1 / \tau}, D_{n+2}, \ldots, D_{m}\right\}=\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{1 / r}
$$

The corollary is proven.
The corollary is exact in that there exist $p<q$ for which $d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)=$ $\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{1 / r}$ iff $\left(\sum_{k=1}^{n+1} D_{k}^{r}\right)^{1 / r} \geqslant D_{n+2}$. For an example of this, see the next theorem.

The only case in which all the $n$-widths $d_{n}\left(D ; l_{p}^{m} ; l_{q}^{m}\right)$ are known for $p<q$ is when $p=1$ and $q=2$. The result (Theorem 4.1) was originally announced but never published by S. A. Smolyak. The first published proof is due to

Sofman [20]. Hutton, Morrell, and Retherford [6] re-proved the result, unaware of the work of Sofman. The proof presented here is an amalgamation of these two proofs. When $D=I$, then the theorem may also be found in Stechkin [23] and Solomjak and Tichomirov [22].

Theorem 4.1.

$$
d_{n}\left(D ; l_{1}^{m} ; l_{2}^{m}\right)=\delta_{n}\left(D ; l_{1}^{m} ; l_{2}^{m}\right)=\max _{n<k<m} \sqrt{\frac{k-n}{\sum_{i=1}^{k} D_{i}^{-2}}}
$$

Note that no claim is made concerning the $n$-widths in the sense of Gel'fand. This is for the excellent reason that equality does not hold. We shall use the following lemmas in the proof of the theorem.

Lemma 4.1. For given $A_{i}, j=1, \ldots, m$, satisfying $0 \leqslant A_{j} \leqslant 1, j=1, \ldots, m$, and $\sum_{j=1}^{m} A_{i}=n$, there exist $n$ orthonormal vectors $x^{i} \in R^{m}, i=1, \ldots, n, i . e$. , $\left(x^{i}, x^{i}\right)=\delta_{i j}$, for which $A_{i}=\sum_{i=1}^{n}\left|\left(x^{i}\right)_{j}\right|^{2}, j=1, \ldots, m$.

Proof. The proof is by induction on $m$. If $m=n$, it suffices to take any set of orthonormal vectors in $R^{m}$, since then $A_{i}=\sum_{i=1}^{m}\left|\left(x^{i}\right)_{j}\right|^{2}=1, j=1, \ldots, m$.

Assume that $m>n$ and that for any given $\left\{A_{i}\right\}_{j=1}^{m-1}$ satisfying $0 \leqslant A_{j} \leqslant 1$, $j=1, \ldots, m-1, \sum_{i=1}^{m-1} A_{j}=n$, there exist $x^{i} \in R^{m-1}, i=1, \ldots, n$, orthonormal and such that $A_{i}=\sum_{i=1}^{n}\left|\left(x^{i}\right)_{\mid}\right|^{2}, j=1, \ldots, m-1$. To advance the induction, let $\left\{B_{i}\right\}_{j=1}^{m}$ be given satisfying the conditions of the lemma, and assume, without loss of generality, that $B_{m}=\min _{i=1, \ldots, m} B_{i}$. Let $\left\{A_{i}\right\}_{i=1}^{m-1}$ be any sequence for which $0 \leqslant B_{j} \leqslant A_{i} \leqslant 1, j=1, \ldots, m-1$, and $\sum_{i=1}^{m-1} A_{j}=n$. Set $A_{m}=0$. By the induction hypothesis there exists a set of $n$ orthonormal vectors $\left\{y^{i}\right\}_{i=1}^{n}$ in $R^{m}$ for which $\left(y^{i}\right)_{m}=0, i=1, \ldots, n$, and such that $A_{i}=\sum_{i=1}^{n}\left|\left(y^{i}\right)_{j}\right|^{2}, j=$ $1, \ldots, m$. The idea of the proof is to move from the sequence $\left(A_{1}, \ldots\right.$, $A_{m-1}, A_{m}$ ) to the sequence ( $B_{1}, \ldots, B_{m}$ ), where at the $l$ th step we decrease $A_{l}$ to $B_{l}$ while increasing the previous value of $A_{m}$, i.e. $\sum_{i=1}^{l-1}\left(A_{i}-B_{i}\right)$, by the amount $A_{l}-B_{l}$, and where at each step we maintain an orthonormal set of $n$ vectors which satisfy the lemma.

The required transformation is the following: Given any vector $x \in R^{m}$, let $x[t ; l] \in R^{m}$, where

$$
(x[t ; l])_{i}=\left\{\begin{array}{cc}
(x)_{i}, & i \neq l, m \\
(x)_{l} \cos t+(x)_{m} \sin t, & i=l \\
-(x)_{l} \sin t+(x)_{m} \cos t, & i=m
\end{array}\right.
$$

Note that this transformation applicd to any set $x^{1}, \ldots, x^{n}$ of orthonormal vectors in $\boldsymbol{R}^{\boldsymbol{m}}$ preserves their orthonormality. Furthermore, if we set

$$
A_{i}(t)=\sum_{i=1}^{n}\left|\left(y^{i}[t ; l]\right)_{i}\right|^{2}, \quad j=1, \ldots, m
$$

then for all $t, A_{j}(t)=A_{i}(0), j \neq l, m, \quad \sum_{j=1}^{m} A_{i}(t)=n$, and $0 \leqslant A_{j}(t) \leqslant 1, j=$ $1, \ldots, m$. Thus $A_{l}(t)+A_{m}(t)=A_{l}(0)+A_{m}(0)$ for any $t$ and $A_{l}(\pi / 2)=A_{m}(0)$, $A_{m}(\pi / 2)=A_{l}(0)$.

The result now follows by the intermediate value theorem, where we make use of the fact that $B_{m}=\min _{i=1, \ldots, m} B_{i}$, which implies that as we go from $\left\{A_{j}\right\}_{j=1}^{m}$ to $\left\{B_{i}\right\}_{i=1}^{m}$, the minimality property of the last term of the sequence is always preserved. The lemma is proven.

Lemma 4.2. If $(k-n) / \sum_{i=1}^{k} D_{i}^{-2} \geqslant D_{k+1}^{2}$ for some $k, k>n$, then for all $l>k$,

$$
\frac{k-n}{\sum_{i=1}^{k} D_{i}^{-2}} \geqslant \frac{l-n}{\sum_{i=1}^{l} D_{i}^{-2}}
$$

Proof. $(k-n) / \sum_{i=1}^{k} D_{i}^{-2} \geqslant D_{k+1}^{2}$ is equivalent to the fact that ( $k-$ $n) / D_{k+1}^{2} \geqslant \sum_{i=1}^{k} D_{i}^{-2}$. Multiplying each side by $l-k$ and using the fact that $D_{k+1} \geqslant \cdots \geqslant D_{m}>0$, we obtain

$$
(k-n) \sum_{i=k+1}^{l} D_{i}^{-2} \geqslant(l-k) \sum_{i=1}^{k} D_{i}^{-2}
$$

which is equivalent to

$$
(k-n) \sum_{i=1}^{l} D_{i}^{-2} \geqslant(l-n) \sum_{i=1}^{k} D_{i}^{-2}
$$

The lemma follows.

Lemma 4.3. For $n<k<m$,

$$
\frac{k-n}{\sum_{i=1}^{k} D_{i}^{-2}} \leqslant D_{k+1}^{2} \quad \text { iff } \quad \frac{k-n}{\sum_{i=1}^{k} D_{i}^{-2}} \leqslant \frac{k+1-n}{\sum_{i=1}^{k+1} D_{i}^{-2}} .
$$

Proof. The proof of this lemma follows very much the same reasoning as the proof of Lemma 4.2. Since we take $l=k+1$ in Lemma 4.2, all statements in the proof are "if and only if" statements.

Proof of Theorem 4.1. As a result of either Lemma 2.3 or 2.4, $\delta_{n}\left(D ; l_{1}^{m} ; l_{2}^{m}\right)=d_{n}\left(D ; l_{1}^{m} ; l_{2}^{m}\right)$. Let $X_{n}$ be any $n$-dimensional subspace of $R^{m}$, and let $x^{1}, \ldots, x^{n}$ be an orthonormal basis for $X_{n}$. Set

$$
\rho_{i}\left(X_{n}\right)=\min _{y \in X_{n}}\left\|D_{i} e^{i}-y\right\|_{2}, \quad j=1, \ldots, m
$$

where $e^{i}$ is the $j$ th unit vector. Since $\left\{ \pm e^{i}\right\}_{j=1}^{m}$ are the extreme points of the unit ball in $l_{1}^{m}$,

$$
d_{n}\left(D ; l_{1}^{m} ; l_{2}^{m}\right)=\min _{X_{n}} \max _{i=1, \ldots, m} \rho_{i}\left(X_{n}\right) .
$$

The orthonormality of the $x^{i}$ implies that

$$
\begin{aligned}
\rho_{i}\left(X_{n}\right) & =\min _{\alpha_{1}, \ldots, \alpha_{n}}\left\|D_{i} e^{i}-\sum_{i=1}^{n} \alpha_{i} x^{i}\right\|_{2} \\
& =\left[\left|\left(D_{i} e^{i}, D_{i} e^{i}\right)\right|-\sum_{i=1}^{n}\left|\left(D_{i} e^{i}, x^{i}\right)\right|^{2}\right]^{1 / 2} \\
& =D_{i}\left[1-\sum_{i=1}^{n}\left|\left(x^{i}\right)_{i}\right|^{2}\right]^{1 / 2} .
\end{aligned}
$$

Set $A_{i}=\sum_{i=1}^{n}\left|\left(x^{i}\right)_{i}\right|^{2}$. Lemma 4.1 implies that varying over all $n$-dimensional subspaces is exactly the same as varying over all $\left\{A_{j}\right\}_{j=1}^{m}$ satisfying the hypotheses of Lemma 4.1. Thus,

$$
\begin{aligned}
d_{n}\left(D ; l_{1}^{m} ; l_{2}^{m}\right) & =\min _{\substack{0<A_{i}<1 \\
\Sigma_{i-1}^{m} A_{i}=n}} \max _{j=1, \ldots, m} D_{i}\left[1-A_{j}\right]^{1 / 2} \\
& =\min _{\substack{0<C_{j}<1 \\
\Sigma_{j=1}^{m}=1 \\
i}} \max _{i=1, \ldots, m} D_{i} C_{i}^{1 / 2} .
\end{aligned}
$$

Let $k$ be the smallest integer, $n+1 \leqslant k \leqslant m$, such that $(k-n) / \sum_{i=1}^{k} D_{i}^{-2}$ $\geqslant D_{k+1}^{2}$. Let $D_{m+1}=0$, so that such a $k$ necessarily exists. Put

$$
C_{i}^{*}=\frac{\frac{k-n}{D_{i}^{2}}}{\sum_{i=1}^{k} D_{i}^{-2}}, \quad i=1, \ldots, k,
$$

and $C_{j}^{*}=1, j=k+1, \ldots, m$.
Obviously, $C_{i}^{*} \geqslant 0$ and $\Sigma_{j=1}^{m} C_{i}^{*}=m-n$. To show that $\left\{C_{j}^{*}\right\}_{j=1}^{m}$ is admissible, we must prove that $C_{i}^{*} \leqslant 1$. Since $D_{1} \geqslant \cdots \geqslant D_{k}$, it suffices to prove that $C_{k}^{*} \leqslant 1$. Now, $C_{k}^{*} \leqslant 1$ if and only if $(k-n) D_{k}^{-2} \leqslant \sum_{i=1}^{k} D_{i}^{-2}$, which, in turn, is seen to be equivalent to

$$
\frac{k-1-n}{\sum_{i=1}^{k-1} D_{i}^{-2}} \leqslant D_{k}^{2}
$$

This latter inequality is valid by the choice of $k$ (and trivially so if $k=n+1$ ), so that $\left\{C_{j}^{*}\right\}_{j=1}^{m}$ is admissible.

Since $D_{i} C_{i}^{* 1 / 2}=\left[(k-n) / \sum_{i=1}^{k} D_{i}^{-2}\right]^{1 / 2}$ for $j=1, \ldots, k$, and $D_{k} \leqslant$ $\left[(k-n) / \Sigma_{i=1}^{k} D_{i}^{-2}\right]^{1 / 2}$, it follows that $d_{n}\left(D ; l_{1}^{m} ; l_{2}^{m}\right) \leqslant\left[(k-n) / \sum_{i=1}^{k} D_{i}^{-2}\right]^{1 / 2}$.

To prove the lower bound, assume the existence of an $n$-dimensional subspace $X_{n}$ for which $\rho_{j}\left(X_{n}\right)<\left[(k-n) / \sum_{i=1}^{k} D_{i}^{-2}\right]^{1 / 2}$ for all $j=1, \ldots, m$. Since $\sum_{i=1}^{m} \rho_{j}^{2}\left(X_{n}\right) / D_{i}^{2}=m-n$ and $0 \leqslant p_{i}^{2}\left(X_{n}\right) / D_{i}^{2} \leqslant 1$, we have

$$
k-n \leqslant \sum_{i=1}^{k} \frac{\rho_{i}^{2}\left(X_{n}\right)}{D_{i}^{2}}<\sum_{i=1}^{k} \frac{(k-n) / \sum_{i=1}^{k} D_{i}^{-2}}{D_{i}^{2}}=k-n .
$$

From this contradiction, it follows that $d_{n}\left(D ; l_{1}^{m} ; l_{2}^{m}\right)=\left[(k-n) / \Sigma_{i=1}^{k} D_{i}^{-2}\right]^{1 / 2}$.
It remains to prove that

$$
\sqrt{\frac{k-n}{\sum_{i=1}^{k} D_{i}^{-2}}}=\max _{n<1<m} \sqrt{\frac{l-n}{\sum_{i=1}^{l} D_{i}^{-2}}} .
$$

This fact is an immediate application of Lemmas 4.2 and 4.3. The theorem is proven.
5. $D=I$

In the case where we choose $D$ to be the identity matrix $I$, things arc somewhat simpler. We restate the previous results in this setting and then deal with certain extensions.

Theorem 5.1. Assume $1 \leqslant p, q \leqslant \infty$. Then
(i) for $p \geqslant q$

$$
\delta_{n}\left(I ; l_{p}^{m} ; l_{q}^{m}\right)=d_{n}\left(I ; l_{p}^{m} ; l_{q}^{m}\right)=g_{n}\left(I ; l_{p}^{m} ; l_{q}^{m}\right)=(m-n)^{1 / q-1 / p},
$$

(ii) $\delta_{n}\left(I ; l_{1}^{m} ; l_{2}^{m}\right)=d_{n}\left(I ; l_{1}^{m} ; l_{2}^{m}\right)=((m-n) / m)^{1 / 2}$.
(iii) for $p \leqslant q$

$$
\delta_{m-1}\left(I ; l_{p}^{m} ; l_{q}^{m}\right)=d_{m-1}\left(I ; l_{p}^{m} ; l_{q}^{m}\right)=g_{m-1}\left(I ; l_{p}^{m} ; l_{q}^{m}\right)=m^{-(1 / p-1 / q)}
$$

(iv) for $p<q$

$$
\delta_{n}\left(I ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant d_{n}\left(I ; l_{p}^{m} ; l_{q}^{m}\right), g_{n}\left(I ; l_{p}^{m} ; l_{q}^{m}\right) \geqslant(n+1)^{-(1 / p-1 / q)}
$$

We also have

Proposition 5.1. For $1<q \leqslant \infty$

$$
\delta_{1}\left(I ; l_{1}^{m} ; l_{q}^{m}\right)=d_{1}\left(I ; l_{1}^{m} ; l_{q}^{m}\right)=\frac{(m-1)^{1 / q}}{\left[1+(m-1)^{1 /(q-1)}\right]^{1-1 / q}}
$$

Proof. The equality between $\delta_{1}$ and $d_{1}$ is a result of Lemma 2.4. Let $e=(1,1, \ldots, 1)$. Then

$$
d_{1}\left(I ; l_{1}^{m} ; l_{q}^{m}\right) \leqslant \max _{i=1, \ldots, m} \min _{\alpha}\left\|e^{i}-\alpha e\right\|_{q}
$$

Since $\left\|e^{i}-\alpha e\right\|_{q}=\left(|1-\alpha|^{q}+(m-1)|\alpha|^{q}\right)^{1 / q}$, it follows that for $q>1$, the optimal $\alpha$ is $\alpha=\left[1+(m-1)^{1 /(q-1)}\right]^{-1}$, from which we obtain

$$
d_{1}\left(I ; l_{1}^{m} ; l_{q}^{m}\right) \leqslant \frac{(m-1)^{1 / q}}{\left[1+(m-1)^{1 /(q-1)}\right]^{1-1 / q}}
$$

Let $y=\left(y_{1}, \ldots, y_{m}\right)$ be any vector in $R^{m}$, and let us assume, without loss of generality, that $\left|y_{1}\right|=\min _{i=1, \ldots, m}\left|y_{i}\right|$. If $y_{1}=0$, then

$$
\min _{\alpha}\left\|e^{1}-\alpha y\right\|_{q}=1>\frac{(m-1)^{1 / q}}{\left[1+(m-1)^{1 /(q-1)}\right]^{1-1 / q}}
$$

Thus we may assume that $y_{1} \neq 0$. Now,

$$
\begin{aligned}
\min _{\alpha}\left\|e^{1}-\alpha y\right\|_{q} & =\min _{\alpha}\left[\left|1-\alpha y_{1}\right|^{q}+|\alpha|^{q} \sum_{i=2}^{m}\left|y_{i}\right|^{q}\right]^{1 / q} \\
& \geqslant \min _{\alpha}\left[\left|1-\alpha y_{1}\right|^{q}+|\alpha|^{q}(m-1)\left|y_{1}\right|^{q}\right]^{1 / q} \\
& =\min _{\beta}\left[|1-\beta|^{q}+(m-1)|\beta|^{q}\right]^{1 / q} \\
& =\frac{(m-1)^{1 / q}}{\left[1+(m-1)^{1 /(q-1)}\right]^{1-1 / q}}
\end{aligned}
$$

Thus $d_{1}\left(I ; l_{1}^{m} ; l_{q}^{m}\right) \geqslant(m-1)^{1 / q} /\left[1+(m-1)^{1 /(q-1)}\right]^{1-1 / q}$.
Note that the above result is very much simpler in the cases $q=2$ and $q=\infty$. For $q=\infty$, we obtain $d_{1}\left(I_{;} l_{1}^{m} ; l_{\infty}^{m}\right)=\frac{1}{2}$. It may in fact be shown that

$$
d_{1}\left(D ; l_{1}^{m} ; l_{\infty}^{m}\right)=\frac{D_{1} D_{2}}{D_{1}+D_{2}}
$$

In this same vein, we have
Proposition 5.2 (Hutton, Morrell, and Retherford [6]). For $1 \leqslant p \leqslant \infty$,

$$
d_{1}\left(I ; l_{p}^{m} ; l_{\infty}^{m}\right)=2^{-1 / p}
$$

Proof. From Theorem 5.1(iv), we have $d_{1}\left(I ; l_{p}^{m} ; l_{\infty}^{m}\right) \geqslant 2^{-1 / p}$. Let $e=$ ( $1,1, \ldots, 1$ ). Now,

$$
\min _{\alpha}\|x-\alpha e\|_{\infty}=\frac{\max x_{i}-\min x_{i}}{2}
$$

Thus

$$
\begin{aligned}
d_{1}\left(I ; l_{p}^{m} ; l_{\infty}^{m}\right) & \leqslant \max _{x \neq 0} \min _{\alpha} \frac{\|x-\alpha e\|_{\infty}}{\|x\|_{p}} \\
& =\max _{x \neq 0} \frac{1}{2} \frac{\left[\max x_{i}-\min x_{i}\right]}{\left[\sum_{i=1}^{m}\left|x_{i}\right|^{p}\right]^{1 / p}} \\
& =\max _{x \neq 0} \frac{1}{2} \frac{\max x_{i}-\min x_{i}}{\left[\left|\max x_{i}\right|^{p}+\left|\min x_{i}\right|^{p}\right]^{1 / p}} \\
& =2^{-1 / p}
\end{aligned}
$$

Note that no mention is made of the linear $n$-width $\delta_{1}\left(I ; l_{p}^{m} ; l_{\infty}^{m}\right)$. The value $2^{-1 / p}$ is a lower bound for $\delta_{1}\left(I ; l_{p}^{m} ; l_{\infty}^{m}\right)$ and not a very good lower bound, since by Lemma 2.1, $\delta_{n}\left(I ; l_{p}^{m} ; l_{\infty}^{m}\right)=\delta_{n}\left(I ; l_{1}^{m} ; l_{p^{\prime}}^{m}\right)$ and from Proposition 5.1,

$$
\delta_{1}\left(I ; l_{p}^{m} ; l_{\infty}^{m}\right)=\frac{(m-1)^{1-1 / p}}{\left[1+(m-1)^{p-1}\right]^{1 / p}}
$$

As was noted in the introduction, we have considered, until now, the $l_{p}^{m}$ and $l_{q}^{m}$ norms on $R^{m}$. If we consider these norms on $C^{m}$, then the results so far obtained remain unchanged. This fortunate situation is no longer valid if $p=1, q=\infty$, as will be seen at the end of this section, and it is therefore necessary that we differentiate between these two choices. Since we shall only be dealing with $d_{n}$ and $\delta_{n}$, we shall write $\delta_{n}^{R}, d_{n}^{R}$ or $\delta_{n}^{C}, d_{n}^{C}$ to denote that the underlying space is $R^{m}$ or $C^{m}$, respectively.

A considerable effort has been devoted to the determination of upper bounds for $d_{n}^{R}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)$ and $d_{n}^{R}\left(I ; l_{2}^{m} ; l_{\infty}^{m}\right)$ as both $n$ and $m$ increase. These upper bounds are used to obtain exact asymptotic estimates of the $n$-width of the Sobolev spaces $W_{p}^{r}[0,1]$ in $L^{q}[0,1]$. The main work in this area was done by Kashin [10] (see also Maiorov [13]), who proved

Theorem 5.2 (Kashin [10]). There exist constants $C_{1}$ and $C_{2}$, independent of $n$ and $m$, such that for all $1 \leqslant n<m<\infty$,

$$
\begin{aligned}
& d_{n}^{R}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right) \leqslant \frac{C_{1}}{\sqrt{n}}\left(1+\ln \frac{m}{n}\right)^{1 / 2} \\
& d_{n}^{R}\left(I ; l_{2}^{m} ; l_{\infty}^{m}\right) \leqslant \frac{C_{2}}{\sqrt{n}}\left(1+\ln \frac{m}{n}\right)^{3 / 2}
\end{aligned}
$$

We cannot, in the limited space available, consider reproducing the proof of the above results. The idea of the proof of (say) the second inequality is to construct an $m \times n$ matrix $A$ such that if $a^{i}$ denotes the $i$ th row of $A$, $i=1, \ldots, m$, then
(1) every $n$ rows of $A$ are linearly independent;
(2) for every $n+1$ rows $a^{i_{1}}, \ldots, a^{i_{n+1}}$ for which

$$
a^{i_{n+1}}=\sum_{k=1}^{n} \alpha_{k} a^{i_{k}}
$$

$\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ satisfies

$$
\frac{\|\alpha\|_{2}+1}{\|\alpha\|_{1}} \leqslant \frac{C}{\sqrt{n}}\left(1+\ln \frac{m}{n}\right)^{3 / 2}
$$

If one can construct such a matrix, one then takes as $X_{n}$ the span of the column vectors of $A$. It is then not difficult to obtain the desired result. The problem thus reduces to constructing a matrix $A$ with the above properties. The proof of the existence of such an $A$ is probabilistic rather than constructive in character and is rather complicated.

The case $m=2 n$ has held particular attraction to many. Szarek [27] for example re-proved, by different means, Kashin's result where $m=2 n$, thereby obtaining $d_{n}^{R}\left(I ; l_{2}^{2 n} ; l_{\infty}^{2 n}\right) \leqslant C / \sqrt{n}$. Szarek's interest in this result comes from Banach space theory. From the duality of Lemma 2.2, the above result implies the existence of an $n$-dimensional subspace $X_{n}$ of $R^{2 n}$ such that for any $x \in X_{n}$,

$$
C \sqrt{n}\|x\|_{2} \leqslant\|x\|_{1} \leqslant \sqrt{2 n}\|x\|_{2} .
$$

(The right hand inequality is simple. It is the left hand inequality which is of interest.) In fact Szarek shows that the orthogonal complement of $X_{n}$ also has this same property.

As was previously mentioned, the $n$-width $d_{n}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)$ is of interest in and of itself, since it is easily shown that

$$
d_{n}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)=\delta_{n}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)=\min _{\operatorname{rank} P<n} \max _{i, j=1, \ldots, m}\left|\delta_{i j}-p_{i j}\right|,
$$

where $I=\left(\delta_{i j}\right)_{i, j=1}^{m}$ and $P=\left(p_{i j}\right)_{i, j=1}^{m}, P$ a real or complex $m \times m$ rank $n$ matrix, depending on the space. The first to consider this case was Ismagilov [8], who showed by explicit construction that $d_{n}^{C}\left(I ; l_{1}^{2 n} ; l_{\infty}^{2 n}\right) \leqslant C / \sqrt{n}$ for
some constant $C$, independent of $n$. Kashin [9] then showed that if $n<m<n^{\lambda}$ for some constant $\lambda$, then there exists a constant $C_{\lambda}$ for which $d_{n}^{R}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right) \leqslant$ $C_{\lambda} / \sqrt{n}$. It should be noted that it is easy to prove that $d_{n}^{C}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right) \leqslant$ $d_{n}^{R}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)$.

One of the simpler upper bounds is the following. This result was proven with the assistance of R. Loewy.

Proposition 5.3. Let $n$ be such that there exists a $k \times k$ Hadamard matrix (i.e., a $k \times k$ matrix $H$ all of whose entries are $\pm 1$, and such that $H H^{T}=k I$ ) where $n \leqslant k \leqslant n+\sqrt{n}$. Then

$$
d_{n}^{R}\left(I ; l_{1}^{2 n} ; l_{\infty}^{2 n}\right)=\delta_{n}^{R}\left(I ; l_{1}^{2 n} ; l_{\infty}^{2 n}\right) \leqslant \frac{1}{1+\sqrt{n}} .
$$

Proof. Let $H$ denote the $k \times k$ Hadamard matrix. Let $A$ denote an $n \times n$ matrix obtained from $H$ by deleting any $k-n$ rows and columns. Let

$$
B=\binom{n^{-1 / 2} A}{I}
$$

where $I$ is the $n \times n$ identity matrix. Thus $B$ is a $2 n \times n$ matrix. Consider

$$
P=\frac{\sqrt{n}}{1+\sqrt{n}} B B^{T}
$$

Obviously $\operatorname{rank} P \leqslant n$. Furthermore, since

$$
B B^{T}=\left(\begin{array}{cc}
n^{-1} A A^{T} & n^{-1 / 2} A \\
n^{-1 / 2} A^{T} & I
\end{array}\right)
$$

it follows that $p_{i i}=\sqrt{n} /(1+\sqrt{n})$ for all $i=1, \ldots, 2 n$, and $\left|p_{i j}\right| \leqslant 1 /(1$ $+\sqrt{n})$ for all $i \neq j$ if at least one of the $i, j$ is greater than $n$. We claim that $\left|p_{i j}\right| \leqslant 1 /(1+\sqrt{n})$ for all $i \neq j$.

Since $A$ is obtained from $H$ by deleting $k-n$ rows and columns, and since $H H^{T}=k I$,

$$
\left|\left(A A^{T}\right)_{i i}\right| \leqslant k-n \quad \text { for any } \quad i \neq i
$$

Thus for $i \neq j, i, j=1, \ldots, n$,

$$
\left|p_{i j}\right| \leqslant \frac{\sqrt{n}}{1+\sqrt{n}} \frac{k-n}{n}=\frac{k-n}{(1+\sqrt{n}) \sqrt{n}} \leqslant \frac{1}{1+\sqrt{n}}
$$

where we have used the fact that $k \leqslant n+\sqrt{n}$.
Hence

$$
\max _{i, i=1, \ldots, 2 n}\left|\delta_{i j}-p_{i j}\right|=\frac{1}{1+\sqrt{n}}
$$

which proves the proposition.
Thus we are reduced to considering the existence of $k$ for which $k \times k$ Hadamard matrices may be constructed. It is simple to prove that if $k$ is the order of a Hadamard matrix, then $k=1,2$, or a multiple of 4 (see Street and Wallis [26]). It is a well-known conjecture that the above condition is sufficient for the existence of Hadamard matrices. The conjecture is known to be valid to $k=264$. Hadamard matrices are obtainable if $k=2^{m}$ for some $m$, or $k=4 m=p+1$, where $p$ is a prime. If the above conjecture is valid, then Proposition 5.3 would hold for all $n$, except $n=5$, by the above proof. To prove the case $n=5$, let $A$ be the $5 \times 5$ matrix whose diagonal entries are all 1 and whose off diagonal entries are all -1 .

The result $\delta_{n}^{R}\left(I ; l_{1}^{2 n} ; l_{\infty}^{2 n}\right) \leqslant 1 /(1+\sqrt{n})$ for $n=2^{l}$ was proved by König in his Habilitationsschrift.

Almost no results had been obtained concerning lower bounds for $d_{n}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)$. From the fact that $d_{n}\left(I ; l_{1}^{m} ; l_{2}^{m}\right)=\sqrt{(m-n) / m}$, it is easy to show that $d_{n}^{C}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right) \geqslant \sqrt{m-n} / m$. We have as well, from Proposition 4.1, the lower bound $d_{n}^{R}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right) \geqslant 1 /(n+1)$. A sharper lower bound is the following.

Proposition 5.4. For all $1 \leqslant n<m<\infty$,

$$
d_{n}^{C}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)=\delta_{n}^{C}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right) \geqslant \frac{1}{1+\sqrt{(m-1) n /(m-n)}}
$$

Proof. Let $P$ be any matrix of rank at most $n$, and let $Q=I-P$. Since $P$ has the eigenvalue zero with geometric multiplicity at least $m-n$, the matrix $Q$ possesses the eigenvalue 1 with geometric multiplicity at least $m-n$. Let
$u^{1}, \ldots, u^{m-n}$ be linearly independent eigenfunctions of the eigenvalue 1 of $Q$. Thus for any $w \in \operatorname{span}\left\{u^{1}, \ldots, u^{m-n}\right\}=\left[u^{\mathrm{I}}, \ldots, u^{m-n}\right]$, we have

$$
\sum_{i=1}^{m} q_{i j} w_{i}=w_{i}
$$

where $Q=\left(q_{i j}\right)_{i, j=1}^{m}$. Let $\max _{i, j}\left|q_{i j}\right|=d$. Now,

$$
\left(1-q_{i i}\right) w_{i}=\sum_{\substack{i=1 \\ j \neq i}}^{m} q_{i j} w_{j},
$$

and since $\left|1-q_{i i}\right| \geqslant 1-d,\left|q_{i j}\right| \leqslant d$, we have

$$
\left|1-q_{i i}\right|\left|w_{i}\right| \leqslant\left(\sum_{\substack{i=1 \\ j \neq i}}^{m}\left|q_{i j}\right|^{2}\right] 1 / 2\left(\sum_{\substack{i=1 \\ i \neq i}}^{m}\left|w_{i}\right|^{2}\right)^{1 / 2},
$$

which implies

$$
(1-d)\left|w_{i}\right| \leqslant(m-1)^{1 / 2} d\left(\sum_{\substack{i=1 \\ i \neq i}}^{m}\left|w_{j}\right|^{2}\right)^{1 / 2}
$$

Thus

$$
\frac{\left[(1-d)^{2}+(m-1) d^{2}\right]^{1 / 2}\left|w_{i}\right|}{(m-1)^{1 / 2} d} \leqslant\left(\sum_{i=1}^{m}\left|w_{i}\right|^{2}\right)^{1 / 2}
$$

for all $i=1, \ldots, m$, which in turn implies that

$$
\frac{\left[(1-d)^{2}+(m-1) d^{2}\right]^{1 / 2}}{(m-1)^{1 / 2} d} \leqslant \frac{\|w\|_{2}}{\|w\|_{\infty}}
$$

Therefore,

$$
\max _{w \in\left[u^{1}, \ldots, u^{m-n}\right]} \frac{\|w\|_{\infty}}{\|w\|_{2}} \leqslant \frac{(m-1)^{1 / 2} d}{\left[(1-d)^{2}+(m-1) d^{2}\right]^{1 / 2}}
$$

We now minimize both sides of the inequality over all possible $m-n$ dimensional subspaces of $C^{m}$. Since the right hand side of the inequality is monotone in $d$, we obtain

$$
g_{n}\left(I ; l_{2}^{m} ; l_{\infty}^{m}\right) \leqslant \frac{(m-1)^{1 / 2} d^{*}}{\left[\left(1-d^{*}\right)^{2}+(m-1) d^{* 2}\right]^{1 / 2}}
$$

where $d^{*}=d_{n}^{C}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)$. Since $g_{n}\left(I ; l_{2}^{m} ; l_{\infty}^{m}\right)=d_{n}\left(I ; l_{1}^{m} ; l_{2}^{m}\right)=\sqrt{(m-n) / m}$, we have

$$
\frac{(m-n)^{1 / 2}}{m^{1 / 2}} \leqslant \frac{1}{\left[\left(1-d^{*}\right)^{2} /(m-1) d^{* 2}+1\right]^{1 / 2}}
$$

This quickly reduces to

$$
\left[d^{*}\right]^{2} m(n-1)+2 d^{*}(m-n)-(m-n) \geqslant 0
$$

which implies that

$$
d_{n}^{C}\left(I ; l_{1}^{m} ; l_{\infty}^{m}\right)=d^{*} \geqslant \frac{1}{1+\sqrt{\frac{(m-1) n}{m-n}}}
$$

Note that this lower bound is exact for $n=1$ and $n=m-1$. The first nontrivial (i.e., $1<n<m-1$ ) case occurs when $m=4$ and $n=2$. By the above proposition

$$
d_{2}^{C}\left(I ; l_{1}^{4} ; l_{\infty}^{4}\right) \geqslant \frac{1}{1+\sqrt{3}}
$$

This lower bound is attained by the rank 2 matrix

$$
P=\frac{1}{1+\sqrt{3}}\left(\begin{array}{cccc}
\sqrt{3} & i & i & i \\
-i & \sqrt{3} & i & -i \\
-i & -i & \sqrt{3} & i \\
-i & i & -i & \sqrt{3}
\end{array}\right)
$$

However, if we consider $d_{2}^{R}\left(I ; l_{1}^{4} ; l_{\infty}^{4}\right)$, it is possible to prove that the upper bound given in Proposition 5.3, i.e. $1 /(1+2)$, is sharp.

The author is indebted to Messrs. C. de Boor, R. Loewy, and A. Melkman for their many valuable suggestions.
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